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Modellingthe agent

Agent obj : maximize the sum of rewards
, in

infinite horizon
setting there's convergence problems so

use discounting
Es

GWREt+ return at time

discount rate Laggregatinga met(
notice that Rt+1 is the reward received based on
St , At

Always write Gt = Rt+ + 5.Gt+
·

Agent obj : maximize IEGo

The agent makes decision based on a policy
TT(als) = 1P(At=alSt =s) (the-homogeneous)

a conditional distribution on A
, meaning on seeing

current states
, react with action a with some

probability. Why not always deterministically?
Because of exploration !

































Q-learning : (Q=9*)
D : Init state S . Generate on A based on S and

E-greedy policy derived from Q .
actually following, the
- action here

&: Take action A , reward R , next states'
(Bellman optimality equation)B : Q(S, A)=Q(S,A)+C . [R + 5 . maxQ(s),a) - Q(S,/]

SES' (next time step)
&: Loop until episode ends-
-
r+ W- maxqx(say . ps, vl,a9x (S,a) =2 [

r,S -I ->write back as expectation
= IE[RtH1 Se=s , At=a]+W . IE (max qx(Stal

(St =s, At=a)
= lEERtH+W -

max 9x(StH , a) ISt=s, At
-

Off-policy : uses the next action in the way
of max Q(s , a) , actually it's the greedy actiona

writ . Q
.
We are just estimating the return assuming

a greedy policy were followed but not actually following
this policy.












