Notes on MFG

Haosheng Zhou

Sep, 2023



Contents

Basic Ideas of MFG . . . . . . . . e 3
Notation and Assumption of Single-period MFG . . . . . . .. .. ... .. L 3
An Example of Mean Field Approximation . . . . . ... . ... . L 7
Probabilistic Approach to Finite Player Game . . . . . . . . . . . .. .. 10
Finite Player Game and Different Typesof NE . . . . . . . .. .. . o o o 10
Classical Approach Solving Finite Player Game . . . . . . . . . . . ... .. ... ... ... ...... 12
Example: Linear Quadratic (LQ) Flocking Model . . . . . . . . .. ... ... .. 15
Probabilistic Approach to MFG . . . . . . . . . . e 18
Problem Setting . . . . . . . L e 18
Analytic Approach to MFG . . . . . . . . o e e 19
Idea of MKV-FBSDE Approach . . . . . . . . . . . e 22
Solvability of MKV-FBSDE . . . . . . . . . . e 26
MKV-FBSDE Approach to MEG . . . . . . . . . . 30
Lasry-Lions Monotonicity Condition . . . . . . . . . . . . . . . e 31
General Approach to Solve LQ-MFG . . . . . . . . . . e 33
Example: Linear Quadratic (LQ) Flocking Model . . . . . . . ... ... .. . ... 36
Example: Systemic Risk Without Common Noise . . . . . . . . .. ... ... ... ... ..... 39
Example: Aiyagari’s Growth Model . . . . . . . . . . . 46
Game with a Continuum of Players . . . . . . . .. . .. . 52
Example: Almgren-Chriss Price Impact Model . . . . . . . . ... ... ... 54
Example: Cryptocurrency Mining . . . . . . . . . . . L. o e 57
An Introduction to Master Equation . . . . . . . . .. L 58
Motivation . . . . . . L L 58
Calculus on the Space of Measures . . . . . . . . . . . e e e e 59
Example: Linear Functional Derivative and Intrinsic Derivative . . . . . . . . .. .. ... .. ... .. 62
Example: Mean Field Interaction . . . . . . . . . . .. 65
Ito-Krylov’s Formula for a Flow of Measure . . . . . . . . . .. .. .. ... ... .. ... 68
Feynman-Kac Correspondence of Master Field . . . . . .. .. .. ... .. ... .. ... ... .... 70
MFG and Master Equation . . . . . . . . . . . . . e 72



MFG notes written by Haosheng Zhou CONTENTS

Example: Linear Quadratic Flocking Model . . . . . . . . . . . .. ... .. .. ... 74
Mean Field Control (MFC) Problems . . . . . . . . ... . e 7
L-derivative . . . . . . L e 7
Example: Calculation of L-Derivative . . . . . . . . . . . . . . e 78
Example: L-Derivative of the Shannon Entropy . . . . . . . ... . .. . oL 80
Linear Functional Derivative and L-Derivative . . . . . . . . .. .. .. o 0oL 82
MFC Problem Setup . . . . . . . . . e 83
The Probabilistic Approach . . . . . . . . . . . 84
Example: Ayagari’s Growth Model . . . . . . . . . . . 86
Example: Linear-Quadratic MFG . . . . . . . . .. .. 89
Example: Linear-Quadratic MFC . . . . . . . . . .. 90
Example: Reinforcement Learning with Mean Field Interaction . . . . . . .. .. ... ... ... ... 92
Infinite-horizon MFG and MFC . . . . . . . . ... . 93
Analytic Approach for MEC . . . . . . . . . . e 98
Example: MFC Analytic Approach . . . . . . . . . . .. e 101
Value Function and Master Equation for MFC . . . . . . . . . .. ... ... ... . ... . ...... 103



MFG notes written by Haosheng Zhou CONTENTS

This note is mainly written based on the author’s experience reading Probability Theory of Mean
Field Games with Applications by Rene Carmona, Francois Delarue and is subject to errors and

typos. You are welcome to read critically and carefully.

Basic Ideas of MFG

Notation and Assumption of Single-period MFG

We neglect the classical setting of stochastic differential games here and only focus on the special settings of mean
field game (MFG) that are worth noting. For notation purpose, we clarify that 2= denotes (2!, ..., '~ 1, 2+ .. zV)

(2%, 27%) denotes z = (z', ..., 2% 2T . 2N) and (z,27%) denotes (z!,..., "~ x, 2t . 2V) with the i-th

coordinate replaced with z. J* always denotes the expected total cost of player i (altogether N players), with o'

)

denotes its control process taking value in A, the space of all admissible control process (assumed to be compact).
Nash equilibrium (NE) (&', ...,&") € A is defined as the tuple of control such that for any player, when

all other players’ controls are frozen, this player has no motivation of deviating from it. In simple notations,
Vie{1,2,...,N},Va€ A J(&' a ") < J(a,a™") (1)

for theoretical analysis on NE, it’s useful to represent it as a fixed point of the best response function B : AN — AN
defined as

B(a) =8, # < argmin J'(a,a™) 2)

where 3% denotes the best reaction of player 4 given all other players’ control.
MFG requires strong assumptions on symmetricity of players and the influence of each player diminishing. This

requires us to define the empirical measure
def 1
—_ e
i=

with X = (2!,...,2™) € E" as given state of all players. The empirical measure is a probability measure on compact
metric space F, we denote the space of all probability measures on E as & (F) and equip this space with the topology
of weak convergence of measures (with a compatible metric p on Z(FE) so it’s compact).

To see the assumptions required for MFG setting, we focus on adding restrictions to the cost functionals .J*
when N gets large enough. The following technical lemma helps us figure out what assumptions to put up for MFG

setting.

Lemma 1. Vn, if u™ : E™ — R satisfies uniform boundedness condition

sup sup |u"(X)| < o0 (4)
n XeEn
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and uniform Lipschitz continuity
Fe > 0,Yn,YX, Y € B Ju" (X) — u™ (V)] < ep(. 775 (5)
then exists subsequence u™ and Lipschitz continuous U : P (E) — R such that

lim sup [u™ (X) - U(Y)| =0 (6)
k—oo xepnu
Remark. Instead of showing the proof (which is an application of Arzela-Ascoli on some auziliary function), we
show the interpretation of the lemma. Notice that Yn,u™ must be symmetric and continuous if it satisfies the
conditions above. The symmetricity is a consequence of uniform Lipschitz continuity (take Y whose components are
permutations of those of X, this does not change the empirical measure, resulting in u™(X) = u™(Y)). On the other
hand, if X" — X™ (p — 00), i%ny — [%n resulting in u™(X™) — u™(X™) (p — oo) proves the continuity of u™.
As a result, those two conditions in the lemma have already contained strong assumptions on symmetricity. The
conclusion is saying that at least along some subsequence, the function u™ can be uniformly well approximated as a

reqular function of the empirical measure if there are enough players.

Inspired by the lemma above, we put up the assumption called large symmetric cost functional that
VN,3JN : AN — R such that

VN, a € AN, Vi (a) = JV (o, a™?)
Supyy suPean [/ (@)] < 00 (7)
3¢ > 0,YN,Va, B € AV [JN (@) = IN(B)] < ¢ [da(al, 8Y) + p(al " 1) 3]

where JY+ is the cost functional of player i, having the same meaning as J°, d4 is the metric on A. Viewing
JN(a) = JN(al,a™!) with the control of player 1 separated (due to the form of the third assumption in large
symmetric cost functional), the same proving procedure tells us 3J : A x #(A) — R continuous and a subsequence
N}, such that

lerr;O Sup \JN’“(aN’“l,...,aN"’N’“)—J(aN’“l,ﬁ;V}\‘};l_lﬂ=O (8)
aNke ANk

in simple words, for each player (e.g. player 1), the cost functional can be uniformly well approximated in a

way that all other players make a difference to the cost functional only through the empirical measure which is
—Np—1 __ 1 Ny, 6 X
HoNg,—1 = Np=1 2ui=2 %aVui-

So far, we have put up the large symmetric cost functional assumption providing us with a limiting cost

functional J as an approximation to the cost functional of each player when N — oo. However, it should also
be expected that MFG can be represented in terms of some population measure p as some kind of weak limit of
the sequence of empirical measures. If this is the case, MFG will have a simple structure since we only have to

play with the limiting functional and population measure J, u instead of a sequence of cost functional and empirical
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measures. The following theorem adopts such intuition and add some extra conditions to ensure the existence and

good properties of population measure as weak limit.

Theorem 1. Assume for VN, &~ = (™1, ..., aN'N) is NE for the game with cost functional JN-' ..., JVN that

satisfies the large symmetric cost functional assumption. Moreover, assume that

EIc>0,VN,a€A,uE@(A),p(u,N]\_flqu;[60[) S% (9)
then there exists subsequence Ny and continuous J : A x P(A) — R such that
i, % e P(A) (k- oo) (10)
with
klirgoathégNk | TNk (@Neot o Ny J(ozN’“’l,ﬁ;V}f,;l,lﬂ =0 (11)
and

[ i) = it [ (o) (12)
A neZ(A) Ja
Remark. The second conclusion has been proved using the technical lemma, and since A is compact, E&Nﬁk € Z(A)
is tight, by Prokhorov’s theorem, it has weak subsequential limit proves the existence of fi. The proof of the last
conclusion requires the similar technique as the proof of the technical lemma above, omitted here.

The interpretation of the last conclusion is crucial for the setting of MFG. Let’s specify p = o, where ag =

argmin,, J(a, i) to see

J(ap, ft) = inf J (o, p)p(da) < inf J(a, p)p(da) < J(ap, i 13
(a0, 1) ] (o, @)p(der) end /A (a, p)p(dar) < J(ao, ) (13)
50

| Tt ioitde) = J(ao. ) (14)
now denote Ay = {ag € A:ap =argmin, J(o, 1)} as the collection of all controls minimizing the limiting cost

functional at the population measure,

[ @ itde) = Jao - iAa) + [ e p)ida) < Jao. ) () (15)
A A—A

I
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proves ji(Ay) = 1. Conwersely, if i(Ap) =1, [, J(o, i)j(de) = J (v, i) immediately proves

[ i) = it [ s putde) (16)
A neZ(A) Ja
as a result, this conclusion is saying that the support of population measure [ is contained in the set of

minimum arg min,, J(a, fi).

At this point, the setting of MFG shall be clear, which only depends on the limiting cost functional J and the
population measure [i of a single representative player. MFG is a game of N identical players as N — oo and we care
about the NE of MFG. Different from finite player game, there is an extra population measure in MFG, resulting in
the fact that MFG has to take into consideration both optimality (minimizing the cost functional) and consistency
(each player shall behave according to the population measure) conditions. The basic strategy for MFG is to

fix population measure as u, solve out the set of best control for fixed u:

A, = argmin J (o, 1) (17)
acA

and find a measure [ that is concentrated on the arguments of the minimization A;. Notice that the

restrictions on [ directly comes from the conclusion in the theorem above that

/ J(o, p)i(do) = in / J (o, f)pu(dor) (18)
A A

HEP(A)

equivalently speaking,

supp(i) C argmin J (o, ) (19)
acA

the solution to MFG is the population measure /i and the control & following the population measure [ is a NE
since it’s the fixed point of the best response function (notice that all other players’ control only make a difference
through the population measure as N gets large enough).

Instead of existence of the solution, the uniqueness of the solution to this single-period MFG is not always

guaranteed. One criterion for uniqueness is based on the strictly monotone property of J.

Theorem 2. The solution to the single-period MFG is unique if J is strictly monotone, i.e.

Vi # pio, /A 0 11) — I (s )] i1 — pio)(da) > 0 (20)

Proof. We prove it from definition that if u1, uo are two different solutions to the MFG,

[ e mida) < [ oy pafda), [ ) pmida) < [ o) (o) (21)

sum up to find a contradiction with the strictly monotone condition. O
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An Example of Mean Field Approximation

Consider the setting when a meeting is planned to start at deterministic time 0, player 4 has its control o’ = ¢;
as the time planned to attend the meeting. However, there is random effect so player ¢ actually attends meeting at
time X with

X'=a'+ o' (22)

where £!,£2, ... o N(0,1),0%,02,... “y with v has its support on (0,00) and the sequence &’ is independent of

the sequence . The cost functional of player i is
JHa) =Ela(X" —to) T + (X" — )" +c(t — X%) 4] (23)

when the meeting actually starts at time t instead of the original planned time tg. The actual starting time ¢ is

actually determined based on the arrival time of all players, i.e.

t = 7(my) (24)

for some deterministic function 7 (e.g. start the meeting when a certain percentage of players arrive). This game
is a one-period game so there’s no SDE dynamics and the only interaction between players is through the empirical
measure iy (but this empirical measure is a measure on the state space, not control space).

If we treat this game as a finite player game, to get NE we need to do optimization
Vi€ {1,2,..,N},inf J* () (25)

and the biggest trouble comes from the empirical measure that couples N optimization problems.

However, as long as we know that N is large enough, since €%, 0 are i.i.d. sequence of random variables and the
cost functional satisfies the large symmetric cost functional assumption for MFG, MFG approximation allows us to
have i¥ % u (N — 00) and to replace t = 7(¥ ) with ¢t = 7(u) (since MFG approximation happens simultaneously
for the empirical measure and the cost functional). At this point, we just need to solve the optimization for a

representative player with cost functional
J(a,p) =E[a(X —to) T +b(X —t)" 4+ c(t — X)T] (a,b,c > 0) (26)
where t = 7(u), X = a + oe with « as the control. For fixed p, i.e. fixed ¢, let’s do the minimization

A, = argmin J(a, 1) (27)
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take weak derivative for J w.r.t. « to find

oJ

% =aP(a+oe—tg>0)+bP(a+oe—t>0)—cP(—a—oe+t>0) (28)

if we denote Z = oe and F the CDF of Z, since Z has symmetric distribution around zero, F'(z) + F(—z) =1 so
A, ={a>0:aF(a—ty)+(b+c)Fla—t)=c} (29)

is determined implicitly by the equation on «. Since zero is not in the support of v where o ~ v, F' is strictly positive,
strictly increasing and continuous, it’s then obvious that A, only contains a single point for fixed u (the equation
has unique solution).

That’s all the work for the first optimization step, and the next step is to find the population measure that
satisfies the consistency condition, that is to find measure [ 24 + oe such that & is consistent with fi. It’s clear that
i is a measure on R induced by CDF F(z — &) so we denote the measure [i as F(- — &). When the representative

player takes NE control & and the population measure is fi, we know that & € A resulting in

aF(a@—t))+(b+c)F(a—t)=c

(30)
t=7(F(-—a))

as an equation w.r.t. & (notice that 7 maps a measure to a real number). With come constraints on 7 added, one is
able to ensure the existence and uniqueness of & as the solution to the equations above and the solution to MFG

isjust o= F(- — ).

Remark. Although it’s not relevant to MFG, I would like to show the method of arguing the existence and uniqueness
of & by adding constraints on T since it’s a typical and crucial application of the contraction mapping theorem.

Let’s assume T always takes value no less than to, is monotone, i.e. Ya > 0, if u([0,a]) < p/([0,«]) then
7(p) > 7(¢') and has sub-additivity, i.e. Voo > 0, 7(u(- — @) < 7(p) + a.

The proof starts from building G : Ry — R, mapping o to G(a) such that & is the fized point of G.
Function G first maps o to a measure F'(- — ) then to a real number t = 7(F(- — «)) then to a(t) determined by
the equation aF(a — tg) + (b+ ¢)F(a — t) = ¢ for given t. It’s quite obvious that if we input &, the output will be
G(&) = & so it’s the fized point of G.

The next step is to show that G is a contraction mapping. Take z,y € Ry, x < y, by monotonicity
T(F(-—z)) < 7(F(-—vy)) and by sub-additivity 7(F(- —y)) < 7(F(- — z)) + (y — x) provides bounds for the first two
mapping steps (map real number « to a measure and to a real number t again). The remaining step is the last step

implicitly mapping t to a(t). Implicit function theorem is thus necessary. Assume
H(a,t) =aF(a—ty)+ (b+c)F(a—t)—c (31)

and check 3% = aF'(a —to) + (b+¢)F'(a—t) > 0 since F is strictly increasing and a,b,c > 0, H is also continuous
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with continuous partial derivatives, so H(a,t) =0 determines C1 function a(t) with

do(t) (b+c)F'(aft) —t) (32)
dt  aF'(a(t) —to) + (b+c)F'(at) — t)
since F' > 0, the derivative only takes value in (0,C) with constant 0 < C' < 1. Now we denote
ty=r(F(-—
(F(-~ ) )
ty =7(F(—-y))
and calculate
IGy) — G(z)| = |a(ty) — altz)] < Clty — ta]| < Cly — x| (34)

with 0 < C < 1 proves that G is contraction mapping proves the existence and uniqueness of & as the fized point.
The difficulty here is that a real number is first mapped to a measure then to a real number again
under some implicit function. However, by following the spirit of fixed point iteration, it’s not hard

to construct G and show that it’s a contraction mapping by adding necessary conditions.

This example shows from the beginning how we approximate finite player game with MFG for one-period game
and how to solve one-period MFG following the strategy mentioned above. The continuous-time MFG will be much
harder to solve, but the approximation and solution follows the similar logic that we always care about optimality
and consistency conditions.

For more details and interpretations on the mean field approximation for single-period game, please refer to my

handwritten notes Notes on Mean Field Approximation of Single-Period Games on my personal website.
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Probabilistic Approach to Finite Player Game

Finite Player Game and Different Types of NE

Here we quickly review the setting of finite player game and the probabilistic approach to solving finite player
games. Most of the details are omitted and only notations are introduced. In the continuous time setting, different

players’ states are coupled through SDE dynamics (a Markovian diffusion)

dXt = B(t, Xt, Oét) dt + E(t, Xt, O[t) th

(35)
Xo = w0
where X takes value in RY denoting the states of all players. Written in terms of each player,
dth = bz(t, Xt, Oét) dt + O'i(t, Xt, O(t) thl + O'O(t, Xt, Ozt) thO (36)

i i
Xo =z

where W is a BM denoting the common noise shared by all players (often we neglect this) and the time horizon
of the game is always assumed to be [0,7]. We add assumptions called Game here to ensure the existence and
uniqueness of the solution to the coupled SDE system and to guarantee measurability. It’s not very interesting to

investigate those assumptions carefully so they are just listed here for the purpose of completeness

VS e [0,T), (t,w,z,a) — (B,X)(t,w, z,a) progressive measurable
Je>0,Vt € [0,T],w,z,2', o, ¢, | B(t,w, z, ) — B(t,w,a', )| + | Z(t,w, z, ) — B(t,w, 2, )| < c(Jx — 2’| + |a — &)
Voo E [ [B(t,0,a)[2 + |2(t,0,a4) |2 dt < o0

VS € [0,7T), (t,w,z,a) = fi(t,w,x,a) progressive measurable

(w,z) — ¢*(w,x) measurable

(37)

here f? is the running cost while g’ is the terminal cost, together they provide the cost functional of player 4

T
Ji(a) = E /0 Fi(s, Xo, ) ds + g'(X7) (38)

Next we introduce different types of NE. The open loop NE allows each player’s control to depend on current

time, initial state and the whole BM trajectory so far
O{i = ¢l(ta XO) W[O,t]) (39)

where ¢’ is a deterministic function. In special case where o} has no dependence on W, we call it an open loop

deterministic NE.

10
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Remark. The crucial point to understand here is that open loop NE admits no feedback, i.e. even after player i

changes its strategy from &' to o, &% maintains its original trajectory.

On the other hand, closed loop NE allows the dependence of control on the current time and the whole state

trajectory so far

a; = ¢'(t, X[0.4)) (40)

notice that X depends on « in its dynamics so it’s actually an implicit equation w.r.t. «. Closed loop NE has
feedback effect in that the change of control of player i results in the change of control of all other players (o affects
X, and affects o (j # 1)).

The final useful notion of NE is the Markovian NE allowing the control to depend on current time, initial

state, and current state
aj = ¢'(t, Xo, X1) (41)

this NE also has feedback effect but it’s different from the closed loop NE in that the control cannot depend on past
states. Generally, open loop NE is the easiest to derive but not very practically useful, closed loop NE is the hardest
to derive but the closest to reality. As a trade-off between those two, Markovian NE is not so hard to derive and

also has practical interpretations.

11
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Classical Approach Solving Finite Player Game

It should be familiar that PDE approach and BSDE approach are the two most useful approaches solving NE
for finite player game. The PDE approach is based on dynamic programming principle (DPP) and can only deal
with Markovian NE while the BSDE approach is based on Pontryagin’s maximum principle and can deal with all
different kinds of NE. The proof of those approaches is neglected and can be found in the book as a generalization
to that of single player game.

PDE approach solves Markovian NE by putting up the value function of player i thinking backwardly

Vi(t,x mf E

/ Fils, X, (ai,a=%) ds +gi(XT)‘Xt - x} (42)

where a;? = ¢* (s, X,) since the NE is Markovian. DPP then provides the Hamilton-Jacobi-Bellman equation
(HJBE) that describes the evolution of the value function of player i

OV +infuicai {0V B(t,z, ) + 3Tr(95: V' - S(t,z, ) - BT (8,2, 0)) + fi(t,z,0)} =0

: . (43)
VT, z) = g'(x)

Remark. Notice that in the HIBE of player ¢ we have
a=(a',¢" 7 (t,x)) (44)

since player i can only manage to determine o', all a=* shall be treated as a~'(t,z), a function of current

time t and current state x that has feedback effects.

For linear-quadratic games, when there’s sufficient symmetricity it’s always possible to derive the closed-form
solution. Typically the first step is to solve the inf in the HIJBE of player i to get the Markovian NE &* (an expression
containing Vi, t, x,a~(t,x)) for i € {1,2,..., N}, plug it back into HJBE and raise an ansatz (typically a quadratic
form) to get N coupled Ricatti equations. Solve the Ricatti equations and plug back into the expression for &' to
solve the Markovian NE.

It’s quite obvious that HJBE is a necessary condition to satisfy for value functions, so rigorously speaking
verification steps are required to argue that the solution to the HIBE must be the value function (sufficiency). In
practice, however, verification step is always skipped when the finite player game is well-posed. Here we list a set
of assumptions called N-Nash system that ensures the uniqueness of the solution to the Nash system that is

smooth enough. This set of assumptions makes sure that skipping the verification step causes no problems. Although

12
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it’s also not interesting to look into those assumptions, I list them here for reference.

AWM is bounded

B bounded, uniformly Lipschitz in «

¥ uncontrolled (free of a), bounded cts, uniformly Lipschitz in x, ¥37 uniformly nondegenerate (45)
f* bounded, uniformly Lipschitz in «, g* bounded Lipschitz

Minimizer in Issac condition uniformly Lipschitz in y

To introduce the Issac condition, we need the notion of Hamiltonian of player i which is also crucial in

Pontryagin’s maximum principle defined as
Hi(t,z,y", 2", a) = B(t,z,a) - y" + Te(ET (t,2,0) - 2*) + fi(t, 7, Q) (46)
Issac condition holds if 3&(¢, z,y, z) such that Vi,Vt € [0,T],z,y, 2, Vay,
Hi(t,x,yt, 2 alt,x,y, 2)) < Hi(t, z, 9, 2, (af, a7 (L, z, 9, 2))) (47)

Let’s recall that Potryagin’s maximum principle in single player game, telling us to minimize the Hamiltonian

in minimization problems w.r.t. «, resulting in
a(t,x,y,z) = argmin H(t, x,y, 2, @) (48)
«

and put up the adjoint BSDE together with the FSDE dynamics to get FBSDE systems

dX; =b(t, X, &(t, X4, Y, Z4)) dt + o(t, Xy, a(t, X, Yy, Zy)) AW,

Xo = X0

(49)
dY't = _81H(t7 Xt7 }/157 Zt7 d(ta Xt7 }/fn Zt)) dt + Zt th
Yr = amg(XT)

the solution to the system gives optimal control &. This method is basically the same in multi player game with the
only exception to separate by cases when solving different kinds of NE.
We start with the BSDE approach for open loop NE. In this case, there are no feedback effects so let’s

simply minimize Hamiltonian of each player

Q'(t,x,y',2') = argmin H'(t,z,y", 2, (o', ")) (50)

at

13
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and put up the adjoint BSDE together with the FSDE dynamics to get FBSDE systems

dX} =b'(t, Xy, &' (t, Xy, Yy, Z7)) dt + o' (t, Xy, &4 (t, Xy, )i, ZE)) dW
Xo =0
dY) = =0, H'(t, Xy, Y1, ZE a(t, Xy, Y, Z1)) dt + Z} dWy
solve it to get open loop NE. The verification condition only requires convexity of H in (x,a’) and the convexity of
g* that can be easily verified.
When it comes to the BSDE approach for Markovian NE, the only difference appears in the adjoint BSDE

where —0, H® makes a difference. In the open loop case, H' = H'(t,z,vy, z, (a’,a™*%)) with a~% not depending on x

since there’s no feedback effect. However, in the Markovian case,
H' = H'(t,z,y", 2", (', a7 (t,x))),a " (t,x) = " '(t, x) (52)
and this is definitely changing the expression of 8, H". Let’s collect all dependencies on x of H* denoting
H " (t,x,y", 2% ") = Hi(t,z,y", 2%, (', " (L, x))) (53)
the driver in the adjoint BSDE for player i is actually 0, H ~% an easy application of chain rule shows

Op, H™" = 0, H'(t,3,y", 2", (o), ¢" 7 (t,2))) + Y Ous H' (t, 2,9, 2, (o', 6" 7' (t, ))) - Da 0! (54)
J#i

where o/ = ¢*J(t,x) (j # i) is a function in terms of ¢, from the perspective of player i. As a result, there is
one more summation term in the driver of the adjoint BSDE and following the same procedure we get the
Markovian NE

a'(t,x,y', 2" = arg min Hi(t,x,y', 2", (o', o™ (t, x))) (55)

at

get FBSDE systems

dX| =b'(t, Xe, &' (t, X, Y{, Z))) dt + o' (t, X, &' (t, Xo, Yy, Z})) AW
Xo = xp

dYi = — [(%Hi + 302 0as H - 0,07 (8, Xy) | dt + Z{ AW,

Yi = 0,9'(Xr)

(56)

the verification step still depends on the convexity of H? and ¢* same as that for the open loop NE.
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Example: Linear Quadratic (LQ) Flocking Model

For detailed explanation on the systemic risk model, please refer to my notes on stochastic control or chapter
2.5 in the book.
In this model, there are N players (birds), with player i having position X} at time ¢ taking value in R3. Player

i can determine its control a! as the velocity at time ¢ and the state dynamics is given as
dX} = aldt +odW} (57)

on time horizon [0,77]. Player ¢ has cost functional

J (o) =E ! Fit, Xy, o) dt (58)
0
with no terminal cost and the running cost is
Fitra) = ot~ 4 Lol (59
with | - | denoting the vector o norm since x%, o’ take values in R3. This is a LQ game with mean field interaction

through |2? — Z|? so we expect to be able to find the closed-form solution.
Let’s first work for the open loop INE. Since the diffusion coefficient is constant in the dynamics, reduced

Hamiltonian can be used
H'(t,z,y", 2" a) =a-y' + f'(t,z,0) (60)

N K2 1
:Zoﬂ I +?|xz—f|2+§\of\2 (61)
j=1

to clarify, y*1, ..., y»" take values in R3. Minimize H® w.r.t. o to see
Q' = —y" (62)

holds for Vi € {1,2,..., N} by symmetricity. Now since W* is a BM in R?, it’s clear that player i has process Z"/**
such that i, j,k € {1,2,..., N} and Z"/* takes value in R®. At this point, we write down the adjoint BSDE for player

7

AV} = =0, H'(t, X0, Y}, 2}, éu) dt + > ZPPF AW (63)
k=1
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calculate 9,; H' = k*(z* — Z)(6;; — +) and plug in to see the adjoint BSDE
. o 1 n . .
Ay} = —k*(X] - X,) (@j - N) dt+Y " zp7" awf
k=1

with terminal condition YTi’j =0 since g' = 0. We derive the FBSDE system by replacing o with &

dXi =Y} dt + o dW}
Y} = —k*(X] = X0) (65 — ) dt + 30, 27" awf

Vil =

put up the affine ansatz (always used in LQ game) with deterministic 7,

yii — nt(Xi 7?0 Oii — i

t t TN
differentiate both sides
i 1 ) o S
dy; = <5ij - N) [0 (X] — Xy) dt + ne d(X] — X))
it’s not hard to figure out d(X; — X;) from the FSDE that
o o 1 _ _
A(X; ~ K1) = —m(Xi ~ X0) (1 _ N) g+ (WS — dTF)

a comparison principle of BSDE shows that the dt, dW; part must be equal correspondingly

—RA(X] = X0) (0 — ) = (05 — ) [0e(X{ = Xo) =02 (X{ = Xo)(1 = )]
294 = by = ) mer G~ )

simplify to get

(L= ) — &2 =it

2% = (5= %) (k= F)

(64)

(68)

(70)

the ODE w.r.t. 7; has terminal condition nr = 0 can be solved easily (Ricatti equation) gives the closed-form open

loop NE to this game. The verification step is obvious since H® is convex in (z,a?).

Then, let’s solve the Markovian NE through BSDE approach. The Hamiltonian remains the same while

N 2
Hifto,y', 2 a) =al g+ 3 gl(te) g+ Sfal 7P + SJalP
1=1,l#i

16
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since for player i, all other players’ controls have feedback effects o' = ¢!(¢,z) (I # i). Minimize H' w.r.t. o’ to see
Q' = —y" (72)

still holds for Vi € {1,2,..., N} but if we calculate the derivative of H? w.r.t. 27 to get

N
O H' = iz — ) (%’ - Jif) + Y 0udl(ta) Y (73)

1=1,l#i

the last summation depends on the specific form of ¢'. At this step, ansatz has to be raised prior to the construction
of FBSDE in order to proceed. From the open loop NE procedure exhibited above, we naturally put up an ansatz
for the feedback function

1
ot = (1- 5 ) ' = e (74)
N
with deterministic u¢. Simple calculation shows 0,; ¢! (¢, z) = (1 — %) (éjl — %) il and the FBSDE is provided as

dXi =Y} dt + o dW}
dv; 7 = — |k(X] = X1) (65 — 7))+ (1= ) e Ei\iu;&z‘ 0 —~) Yti’l} dt+ 3y Z7F awk (75)
Vi =0

to solve this FBSDE, put up the same ansatz as before
i, i 3 1
Vi = me(Xy = Xo) | 00 — (76)
again comparison principle of BSDE tells us

o= (L= &)~ 2

1,7,k 1 1 (77)
Zp" = (5z‘j - N) Hio (5i,k - N)

after some simplifications. Together with pupr = 0, it’s another Ricatti equation which can be easily solved to get the
Markovian NE. This example shows us that open loop NE and Markovian NE are generally different although they
have similar forms (ODE for n; and pu).
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Probabilistic Approach to MFG

Problem Setting

The problem setting of MFG has state dynamics for player i as

dX} = b(t, X{, 71 ad) dt + o(t, X[, 7Y=L, af) AW} (78)
Xp=¢

on time horizon [0,T]. Notice that b, s, & are identical among all players and other players’ states affect player i’s

state only through the empirical measure. The cost functional of player ¢ has form

J(a)=E

T
/0 Pt X5 = o) i+ Q(X’}’”g;l)] (79)

with f, g identical among all players such that the large symmetric cost functional assumption holds.
To solve a MFG, we only have to consider a representative player, fix the flow of probability measure p =
{1t} g<;<r and solve the stochastic control problem to get the optimal control & = &(u) as a function of p. Such

&(p) induces the state evolution Xn depending on pu, so we just need to find a flow p such that
vee 0,712 (X1) = (80)

where & () denotes the law/distribution of random variable. This condition ensures the consistency of state evolution
and empirical measure, providing such p as the solution to MFG. It’s quite easy to understand that the first step

solving stochastic control problem ensures optimality while the second step finding flow © ensures consistency.

Remark. In this setting of MFG, we don’t distinguish between open loop NE and Markovian NE any longer since
when N — oo, they are gonna be asymptotically the same (a nontrivial fact).
For simplicity, we also assume that when fizing p and solving out the optimal control &(u), the minimizer is

unique for any flow w.

The Hamiltonian of this MFG is still defined as
H(t,z,p,y,z,0) =b(t,z,p, ) -y +o(t,z,pa) 2+ f(t,x, u,a) (81)
and when the diffusion coefficient is free of control, i.e. ¢ = o (¢, , 1), reduced Hamiltonian
H(t,z,p,y, ) = bt x, p,0) -y + f(t, 2, 1, ) (82)

can be used in place of the original one.
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Analytic Approach to MFG

Recall that we first replace the empirical measure with a measure flow i and freeze the flow u to solve the optimal
control &(u) for the representative player. This problem is a standard single player game and can be transformed

into solving HJBE in the Markovian case. With the definition of value function

V(t,z) =E

T
/ f(sts;,U'saas)ds+9(XTMU'T)‘X1&I‘| (83)
t
where X, a denotes the state and control of the representative player, HJBE tells us
1
0;V + inf {b(t, x, p, ) - 0,V + §Tr(a(7f7 z, g, @)L (t @, g, @)0pa V) + f(t, i, oz)} =0 (84)

with terminal condition V (T, z) = g(x, ur).

On the other hand, we want to describe the evolution of measure flow p after solving &(p) (from the HIBE
listed above) such that ¥Vt € [0,T], ur = £ (K{‘) where X* is generated by taking the control a(u). Recall that the
propagation of measure flow is described by the Fokker-Planck equation with given initial condition. Since the state

dynamics of the representative player now becomes

dX# = b(t7 X#v Mty &t(/u)) dt + U(t7 X{fuv Mty &t(:u‘)) th

N (85)
Xy =¢
the Fokker-Planck equation is
Opiy — Ly =0
Lt Mt (86)
po = Z (§)
where L* is the adjoint of the infinitesimal generator L with action
1
L*f = —divy(b- f) + §Tr(8m(aoT ) (87)
explicitly written out to get
Oepe + diva (b(t, @, pre, & (1)) - pe) — 3Tx [Oaa(0(E, 2, ey Gy (1) - 0T (t, 0, g, G () - pre) ] = 0 (88)

po =2 (§)

the HIBE coupled with the Fokker-Planck equation provides the analytic approach to MFG. Notice that
HJBE has given terminal condition and Fokker-Planck equation has given initial condition. Notice that p = u(t, z)
can be understood as the density of Xt“ (if density exists) so t is the time variable and z is the space variable, i.e.

for each fixed time ¢, u(t,-) is a density function.
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Remark. div is the divergence operator, for vector field F = (Fy,...,F,), div,F ="' | gfi =V.F.

One might be confused why the adjoint of infinitesimal generator contains the divergence operator, let’s do a
simple derivation here as review. From the definition of adjoint, (Lf,qg) = (f, L*g) where the inner product is the
standard one defined on L? function space (f,g) = [ f(z) - g(z)dx.

(Lf.g) = / Lf(z) - g(z) de (89)

= / (b-0uf) g+ % Tr(coT Oy f) - g d (90)

here assume that b= (b',...,b") takes value in R™ and o takes value in R"*™ do integration by parts to see
= , 1
(Lf,g):Z/bz-ﬁzif-gdx—k2Tr</g~aaT8wfdx) (91)
i=1
= —Z/f'axi(bz -g)dx — §T7“ [/&T (g-aaT) ~8wfdx} (92)
i=1

= / [Zaﬂ(bi g)] - fdx + %TT’ [/QM (g . UgT) fdx} (93)
i=1
z/—divx(b-g)-fdx—k/%Tr (022 (g-aaT)] - fdzx (94)
we conclude
L g = —div,(b- g) + %Tr (02 (9 - JJT)] (95)

In special cases where the diffusion coefficient of the dynamics is free of control, ie. o = o(t,x, 1),
the HJBE together with the Fokker-Planck equation has a simpler representation. Consider minimizing the reduced

Hamiltonian w.r.t. a to get
a(t,z, p,y) = argmin H(t, z, i, y, @) = argmin {b(¢, z, p, &) -y + f(¢, z, p, ) } (96)

it’s obvious that &(t, x, u¢, 0, V') minimizes the expression inside the inf in the HJBE.

Remark. Such minimizer & is guaranteed to exist and is unique with sufficient reqularity conditions stated in lemma

3.8 under a set of assumptions.

At this point, HJBE can be reduced to

1
oV + ETr(cr(t7 x, )0l (2, 1) 0pe V) + H(t, ) g, 0.V, &(t, , gy, 0,V)) = 0 (97)
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and Fokker-Planck equation can be reduced to

. . 1
O + div (b(t, , pg, G(t, @, 1y, Ox V') - ) — in [awz(a—(t7xa fht) - UT(ta$7Mt) 'Mt)] =0 (98)

written together with the terminal condition and initial condition, when a MFG has uncontrolled diffusion
coefficient, the analytic approach is to minimize reduced Hamiltonian and solve HJBE together with

the Fokker-Planck equation

a(t,x, p,y) = argming H(t, z, p,y,a) = argmin,, {b(t, z, pu,a) -y + f(t,z, p, )}

OV + 3Tr(o(t,z, ) o™ (b, @, 11¢) 000 V') + H(t, @, p1, 0.V, 6u(t, , iy, 0, V) = 0

V(T, ) = g(x, pr) (99)
O + divy (b(t, @, p, &lt, @, 1, 0:V)) - ) — 2Tx [Ona (0 (ty 2, o) - 0T (8,2, p10) - )] =0

po =2 (Xo) = £ (§)

Remark. This is a typical two-point boundary problem, hard to solve. Moreover, Cauchy-Lipschitz like theory can
only ensure the existence and uniqueness of the solution locally (typically in a small time interval near 0) but not
globally. This phenomenon can directly be seen in the closed-form solution of the finite player LQ game on graph
that I have derived.
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Idea of MKV-FBSDE Approach

The idea of solving MFG is that when N — oo, we expect to see all players’ state processes become asymptotically
independent (propagation of chaos). As a result, when we consider the stochastic control problem the representative

player is facing

T
infE [/ f(t7Xt7;u’t7at) dt+g(XT’,uT) (100)
« 0

with dynamics
dXt = b(t,Xt,/J,t,Olt) dt+0’(t,Xt,‘LLt,Oét) th (101)

where the empirical measure is replaced with the fixed measure flow p, we expect to see that u; is actually a
deterministic measure instead of a random measure. Recall that the empirical measure in player i’s dynamics is
defined as

N
1
—N-—-1 __ .
Ao =51 22 O (102)

j=1,j#i

which puts probability mass ﬁ on the realization of Xg for Vj # i. However, Xg contains randomness so ﬂﬁ:}

is a random measure. On the other hand, if the propagation of chaos brings with asymptotic independencetof
different players’ state process, for a regular enough ¢, E ’gﬁ(ﬁﬁ;l) = gb(,ut)’z — 0 (N — oo) where py = £ (X}) is
a deterministic measure, i.e. the randomness in the measure is gone asymptotically. Therefore, it makes sense to
replace p; in the dynamics of the representative player with 2 (X;) to get an SDE of McKean-Vlasov (MKYV)
type

dXt = b(t, th (Xt) ,O[t) dt + O'(t, Xta Z (Xt) 5 Oét) th (103)

that’s the essential nature of state dynamics in MFG.

Remark. When common noise is present, the situation becomes more complicated and it’s natural to expect that
ﬁgtj} can no longer be replaced with a deterministic measure py. Although p: would be a random measure in this
case, it would be the conditional marginal distribution of X; given the realization of the common noise so the state
dynamics can still be turned essentially into an SDE of conditional MKV type. However, MFG with common noise
is harder to solve since the randomness in p; causes measurability problems in using the filtration generated by the
BM, causing the failure of stochastic integrals being MG. That’s why MFG with common noise requires a different

setting in a random environment.

Talking about using FBSDE to solve control problems, there are typically two approaches. We still assume an
uncontrolled diffusion coefficient o. One of the approach is to set up the value function and the HIJBE it has to

satisfy, then apply generalized Feynman-Kac formula to view it as the solution of a BSDE (recall that any solution
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to a semi-linear PDE has probabilistic representation under BSDE). In more details, the BSDE is given by
det = _f(tv Xta Mt d(t, Xt7 Mty [JT(t’ Xt7 Mt)]_th)) dt + Zt : th (104)

with terminal condition Yr = g(Xr, ur). Here & is still formed as the minimizer of the reduced Hamiltonian w.r.t.

« and X is the state process generated by taking control &.

Remark. The HIBE of the value function is exactly
1
atV + 5 T'I"(U(t, z, ﬂt)UT(t7 €, ,ut)azmv) + H(t> T, [, 5xV7 d(t7 Z, [, 81V)) =0 (105)

as shown above. It’s clear that the correspondence of semi-linear PDE and BSDE through generalized Feynman-Kac

formula is formed as (recall the value function and Delta-hedging strategy interpretation of BSDE)

Y, =V(t X

1 =V(t, Xy) (106)

Zy = o’ (t, Xy, ) 02V (t, Xy)

computation under Ito formula tells us (where dots mean inner product)

1
dY; = dV(t, Xy) = 0,V (t, Xy) dt + 0,V (t, Xz) - dX; + 3 Tr 0y VooT) dt (107)
1

:@Vﬁ+@ﬂﬂmﬁ+mevyﬂm+§ﬂwwmm%ﬁ (108)

with variables in function V,b,o omitted. It’s immediate that the coefficient of dW; which is c* 0,V corresponds to
Z; and the coefficient of dt is

1
8tV+b-8mV+§Tr(5‘MVUUT) =b-0,V—-H=—f (109)
according to the HIBE. This results in the BSDE stated above
dYt = _f(t7 Xta Ht, d(ty Xta Mty [UT(ty Xta ,ut)]ilzt)) dt + Zt : th (110)

with 0,V (t, X¢) = [T (t, X¢, u)| "1 Zs.

Generally speaking, when the dimension of BM and the dimension of state is the same, o takes value as a square
matriz and we would typically require o to be invertible since then solving the FBSDE gives the solution Z, and
0.V (t,x) can then be recovered from Z, providing the NE &;. More generally, when the dimension of BM is higher
than the dimension of the state, e.g. o takes value as N x (N + 1) matriz, this approach can be applied when ool

is invertible, otherwise we call the problem to be degenerated and we avoid discussing it here.

The second approach is not based on the value function, but the Pontryagin’s maximum principle we are familiar
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with. The adjoint BSDE is naturally provided as
dYy = =0, HM (t, Xy, iy, Yy, Zo, 6(t, Xy, pig, V) dt + Zy AW, (111)

with terminal condition Y7 = 9,g(Xr, ur). Here & is still formed as the minimizer of the reduced Hamiltonian w.r.t.

« but in the adjoint BSDE we have to use the full Hamiltonian
HIYN 2,y 2) = H(tx, py, ) +o(ta,p) -2 (112)

instead of the reduced Hamiltonian H since o is not necessarily free of the state x.

Remark. Just to clarify the difference between full Hamiltonian and reduced Hamiltonian, when the diffusion coeffi-
cient is free of control, we can minimize the reduced Hamiltonian but still need the full Hamiltonian to construct the
adjoint BSDE (which many books forget to tell and is somewhat misleading). The only case one can always stick to
the reduced Hamiltonian is when o = o(t) has no dependence on x (or constant o which often appears in literature).

In short, we can actually always use the full Hamiltonian instead of the reduced one.
This second approach does not require o to be always invertible but requires differentiability of the coefficients.

Remark. In short, when it comes to FBSDE approach in control problems, there are mainly two ways.

The first approach is to build up the value function, derive the HIBE and use the correspondence
between semi-linear PDE and BSDE (generalized Feynman-Kac formula, form value function as the solution to
BSDE) to get FBSDE. However, this approach requires o to be uncontrolled and invertible at all times. One
can recall that the first approach is what we do in the Deep BSDE algorithm to numerically solve stochastic control
problems.

The second approach is to apply Pontryagin’s maximum principle and derive FBSDE. This approach puts

no restrictions on o but requires the differentiability of coefficients.

Both approach ends up in the same form of FBSDE given uncontrolled diffusion coefficient

dXt = B(ta Xt7 Mt Yrt7 Zt) dt + E(t7 Xta ,u‘t) th
dY; = —F(t, X¢, jie, Yo, Z0) dt + Zy AW, (113)
Yr = G(Xrp, pr)

but a different correspondence of B, Y, F, G with the original dynamics. To be specific, for the generalized Feynman-

Kac formula approach,

B(t, @, 1y, 2) = bt,z, p, a(t, z, p, [o7 (t, 2, 1)) 7' 2))

Xt p) =o(t,x, p)

F(t,x, p,y,2) = f(t,z, palt, o, o7 (¢ @, 1) 2))
(

G(z,p) = g(z, p)

(114)
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and for the Pontryagin’s maximum principle approach,

B(t x M y7 )* b(t7xvﬂad(t7x7pﬂ y))
S(t,z,p) = ot z, p) (115)
F(t,x,p,y,2) = O, HM (b, 2, 1y, 2, &(t, @, 1, y))

(

G(x,p) = 0:9(w, p)

where &(t, x, u,y) is always the minimizer of Hamiltonian w.r.t. «. Combined with the idea of MFG discussed above
replacing p; with £ (X;), solving MFG turns into the problem of solving FBSDE of McKean-Vlasov
(MKV-FBSDE) type

dX, = B(t, Xy, L (Xy) , Y2, Zy) dt + S(t, Xy, L (X)) dW,
dY, = —F(t, X,, % (X,),Y,, Z,) dt + Z, dW, (116)
Yr = G(Xr,Z (X))

so it’s natural to investigate the solvability of MKV-FBSDE.
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Solvability of MKV-FBSDE

Here we present some general ideas to investigate the solvability of MKV-FBSDE. We start from an example of

coupled forward backward differential equations

Ty = =Yt

0

v (117)
xo € [—2,2}

yr = G(z7)

where z,y are deterministic functions in ¢ and the time horizon is [0,7],7 = 1. Consider G taken as G(x) =
(=1)VaAl, since y is free of t, when z; > 1, Vt € [0,1], y; = y1 = 1 resulting in &; = —1, s = —t+x( so it must be true
that 1 = =149 > 1,29 > 2, a contradiction. Similarly, 1 < —1 cannot be true so V¢t € [0,1],y: = y1 = G(z1) = 21
with 27 € [-1,1]. Now &y = —x1, 2 = —x1t + x¢ has to satisfy 1 = —z1 + xo, zo = 221,21 € [—1,1] is consistent.

So the solution exists and is unique, given by

x=—t+x
A (118)

X
Yy =3

on the other hand, consider G taken as G(x) = —(—1) Vo A 1, when zy # 0, we get the following unique solution

from a similar argument

xy =x0+t-sgn(xo)

(119)
yr = —sgn(zo)
however, when xy = 0, there are infinitely many solutions
Ty = at
Va € [-1,1], (120)
Yt = —a

so the uniqueness of the solution is destroyed despite a small sign change in G. In this example, the monotonicity
of G plays a key role in the property of FBSDE. An analogue to the adjoint BSDE derived in Pontryagin’s maximum
principle tells us that we can compare the terminal condition yr = 9,9(Xr) with yr = G(xr) so G can somewhat
be understood as d,g. Recall that the verification step of Pontryagin’s maximum principle requires the convexity
of g, i.e. 0,¢ to be increasing, analogue to G being increasing. From the example above, when G is increasing, the
existence and uniqueness holds, so it’s somewhat consistent with the fact we already know that the convexity in g
(or the monotonicity in the terminal condition) plays a crucial role in the existence and uniqueness
argument of FBSDE.

Remark. The ezample above has an interesting interpretation under Burgers’ equation. Setting y. = u(t, z¢) as the
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form of value function, FBSDE can be transformed into a nonlinear PDE
O —u-O0yzu=0 (121)

with terminal condition u(T,z) = G(x).

Do a time reversal v(t,z) = w(T — t,x) to see that
O +v-0,v=0 (122)

with initial condition v(0,2) = G(x). This is called the inviscid Burgers’ equation describing the motion of
fluid along a tunnel under the conservation law (velocity of the fluid is proportional to v under the interpretation of
Burgers’ equation that u(t,z) can be understood as the probability density of the fluid at spatial coordinate x at time
t)

When G in increasing in x, the fluid is in the dilation regime (at place farther away from the starting point,
there’s more fluid), so as the motion starts, there will be no shock as time goes by, everything is well-posed. However,
when G is decreasing in x, the fluid is in the compression regime (at place farther away from the starting point,
there’s less fluid), as time goes by the fluid at the starting point has a higher velocity, it catches from behind, creating
a shock (singularity), that’s why the uniqueness of the solution to FBSDE is destroyed.

This correspondence between FBSDE with deterministic coefficients and and the system of char-
acteristics of nonlinear PDE is very interesting since I always believe it’s hard to find some correspondence in
reality for FBSDE. It’s also an important correspondence since it directly motivates the existence and uniqueness
argument of FBSDE from an intuitive perspective. Of course, the reader has to do some calculations in Burgers’
equation to believe in what I have stated above. I am definitely willing to write something on Burgers’ equation in

another note if time allows.

Yet, the convexity of g or increasing property of 0,9 meets some trouble extending to the MFG setting because
g = g(x, 1) is a function of state and the measure. This requires us to define monotonicity for a function that maps
a measure to a real number which will be discussed in a later context.

On the other hand, the correspondence between FBSDE with deterministic coefficients and and the system of
characteristics of nonlinear PDE mentioned above provides motivation for the decoupling field of FBSDE. Still
take the example listed above with the correspondence to Burgers’ equation, adding diffusion term %amu on LHS

gives
1
Oru — u - Opu + ia“u =0 (123)

results in the viscous Burgers’ equation (diffusive). This PDE has no singularity in its solution because of the
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regularizing effect of the heat kernel. A same correspondence back to FBSDE tells us that this PDE corresponds to

dX; = =Y, dt + dW,

dYy = Z, dW, (124)
g €R
Yr =G(Xr)

with the BM naturally appearing (recall that BM has infinitesimal generator as the Laplacian) and randomness is in-
troduced. Well-posedness of the viscous Burgers’ equation corresponds to the existence and uniqueness

of the solution to this FBSDE, moreover the solution admits the representation
PVt €[0,1],Y; = u(t, X)) =1, Z: = Opu(t, Xt) A X P —a.e. (125)

that Y has the structure as a value function in terms of underlying state process X and Z is the differential of value
function (typical interpretation of BSDE). In this case, u is called the decoupling field of this FBSDE since solving
u solves the FBSDE.

Remark. To check the correspondence, set Yy = u(t, Xy), Zy = O,u(t, Xt) and apply Ito formula

= Oiudt — Oyu - Yy dt + OpudWy + %&mu dt (127)
1

the comparison principle of BSDE against dYy = Zy dW; tells us
1
Oru — u - Opu + iﬁmu =0 (129)

resulting in the correspondence.

Finding decoupling field thus provides another approach to solving FBSDE by turning it into solving PDE and
the existence and uniqueness of solution to FBSDE is transformed to that of PDE which can be investigated in the
traditional framework. However, this method only works for a certain kind of FBSDE, not generally applicable.

Toward the existence of solution to MKV-FBSDE, Schauder’s fixed point theorem is an important tool
to use on the Wasserstein space &5(FE) that contains probability measures on E. The definition of p-Wasserstein

distance is

Wyt = _nt ([ XE[d(m,yn%(dw,dy)f (130)

mEIl, (p, 1)

with d as the distance on E and II,(u, ¢t') as the set of all couplings of y, ¢t/ (the set of all measures with marginals as
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wy 1), Po(E) is just the Wasserstein space equipped with 2-Wasserstein distance. The usage of fixed point theorem
will be stated later but one can expect that we will define a mapping from a measure to another measure in the
Wasserstein space with .Z (X;) as the fixed point so that the solution to MKV-FBSDE is formed as the fixed point

of this mapping (similar to what we have done in the meeting time example).
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MKYV-FBSDE Approach to MFG

The ideas of two different MKV-FBSDE approach to MFG are presented above, one from HJB under the char-
acterization of generalized Feynman-Kac formula and the other from Pontryagin’s maximum principle. Notice that
different assumptions are placed on the diffusion coefficient o(t,z, u, ) for simplicity and consistency
with the book, but the readers are welcome to think about whether those conditions can be relaxed (refer to the
conditions presented in the chapter of the idea of MKV-FBSDE approach). In this case, we organize the results
as theorems below to remind readers of our main results (the description is not completely rigorous, only the most

important conditions as the differences between two approaches are mentioned).

Theorem 3 (Value Function Approach). Assume o = o(t,x) is free of empirical measure and control. Let &(t,x, u,y)

be the unique minimizer of the reduced Hamiltonian H(t,x, u,y,«) and if o is uniformly elliptic, i.e.
3L > 0,Vt € [0,T],Vz,0(t,z) -0 (t,z) > LT (131)

where > is in the sense of semi-positive definite between symmetric matrices, then the continuous flow of measures
w:[0,T] — Po(RY) is MFG equilibrium iff p; = & (Xt) where (X,Y, Z) solves the MKV-FBSDE

dX, = b (t, X,z (x;) & (t,X},f (Xt) , w(t,xt)rlzt)) dt+ o (t,x;) AW,

d}% —f (t,f(t,.z (Xt> & (t,f(t,z (Xt) , [UT(t,Xt)]‘lzt)) dt + Z, - dW, 32
b1 (r.2 (52)

Theorem 4 (Pontryagin’s Maximum Principle Approach). Assume o € R is a constant. Let &(t,x, p,y) be the unique

minimizer of the reduced Hamiltonian H(t,x,pu,y, ), then the continuous flow of measures p : [0,T] — Po(R?) is
MFG equilibrium iff py = £ (X't) where (X', Y, Z) solves the MKV-FBSDE

dX, =b (t,f(t,.,% (Xt> & (t,f(t,.jf (Xt) Yt)) dt + o dW,

AV, = —0,H (aXt,z (Xt) Vi.a (t,f(t,,,s,ﬂ (Xt) Yt)) dt + 2, - dW,
Xo=¢

Yo = 8,9 (XT,X (XT))

(133)

where f,g € C and g is conver.
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Lasry-Lions Monotonicity Condition

When it comes to the uniqueness of the solution to MKV-FBSDE, there are mainly three approaches: Cauchy-
Lipschitz theory on a small enough time horizon (locally near time 0), adding monotonicity conditions, and using
decoupling field. Here we consider the second approach, naturally requiring us to define the monotonicity when it
comes to a function mapping a measure to a real number.

Define for h : R? x &5(R?) — R to be (Lasry-Lions) monotone if Vu € Z5(R?), h(z,p) is at most of

quadratic growth in x and

Vi’ € PR, [ 0.0 = hlasp )] (0= ) 2 0 (134)
which is directly motivated from the uniqueness of the solution to the mean field approximation of single-period

game. Uniqueness of the MFG equilibrium is typically proved under the Lasry-Lions monotonicity assumptions

b=>b(t,x,a),0 = o(t,z,a) free of empirical measure
f = folt,z,u) + f1(t, z, @) separated structure of dependence on p,

(135)
Quadratic growth condition on f, g

fo(t, -, ), g both Lasry-Lions monotone

with the theorem provided below as the result.

Theorem 5 (Uniqueness of MFG Equilibrium). Assume the above Lasry-Lions monotonicity assumptions hold and
W is a deterministic continuous measure flow of measure, then for each fized empirical measure u, the optimality step
in MFG (optimize the control) has unique minimizer &" inducing state process X", There exists at most one flow
of measure p such that Vt € [0,T], % (X,f‘) = g so there is at most one MFG equilibrium.

The proof of this theorem is intuitive and does not need any extra explanation, the reader shall check the book

for the proof on his/her own.

Remark. The Lasry-Lions assumptions are strong assumptions since the state dynamics are required to not contain
the empirical measure, which is often not the case in practice. As a result, uniqueness of MFG equilibrium typically

fails and in most cases we don’t care too much about the uniqueness argument.

Remark. It’s important to see some evamples of h : R4 x 25(R?) — R that are Lasry-Lions monotone. Trivially,
if h = Clx|? does not depend on p or h does not depend on x, it must be Lasry-Lions monotone.

In the setting of LQ-MFG, we may meet with h(z,p) = a [payp(dy) -z (a > 0). In the setting of potential
games, we may see h(x, ) = [pal(x —y) p(dy) for odd function | such that |I(z)| < C(1 + |z|?). Bearing the ezact
same form of h, we can consider | : R? — R, such that I(r) = fle e'"5\(ds) where X is a symmetric positive finite
measure on R? (e.g. the measure induced by Gaussian or Cauchy r.v.). With such interpretation, | is actually the

characteristic function (Fourier transform) of the distribution A\, with A to be symmetric in order to ensure that the
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Fourier transform only takes real values. Actually,

h(z,p) = y Uz —y) p(dy) (136)
is an important example for a class of Lasry-Lions monotone functions (plugging in l(x) = sgn(z),d =1
gives h(z,y) = p((—o00,x)) — p((x,4+00)) which is another ezample, proving that h(z, p) = p((—oo,z)) + su({x}) is

also Lasry-Lions monotone). Those examples can be verified through simple calculations.

Actually, the uniqueness of MFG equilibrium has another sufficient condition coming from the notion of L-
monotonicity. It turns out that L-monotonicity sometimes can deal with cases where Lasry-Lions monotonicity
fails. However, since we are not much concerned about the uniqueness of MFG equilibrium, we skip it for now and

may come back to it later.
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General Approach to Solve LQ-MFG

Let’s consider the linear quadratic MFG as the simplest example where
b(t,z, p, ) = by (t)x + by ()1 + ba(t) (137)

where state variable z, control variable o take value in R?, BM is of dimension d and diffusion coefficient o € R¢*?
is a constant matrix. Here I = [, zu(dz) denotes the expectation of the probability measure x (a measure on R%)

and by, b1, by are deterministic continuous matrix-valued functions. The running cost is

(zTq)z + (z — s()m) " q(t)(z — s(t)R) + o r(t)a) (138)

DN | =

f(tﬁfvlha) =

where ¢, q,r are continuous functions and take value as symmetric PD matrix. The terminal cost is

g, p) = % (z"qz + (z — sp)"q(z — sp)) (139)

where ¢, q here are symmetric PD matrices with no dependence on time.
To solve this MFG, notice that the cost functions are convex, a natural correspondence with Pontryagin’s
maximum principle to derive MKV-FBSDE. Since ¢ has no dependence on = and «, reduced Hamiltonian can be

used throughout the context
H(t,, 1.y, 0) = [ (1) + B (0 + ba(B)a] -y + 5 (7 g(0)e + (& — s()B) a0 (@ — s()F) +a"r(t)a)  (140)
take a derivative w.r.t. o
0o H = [bo(1)]Ty + r(t)a (141)
set as zero to get the optimal control
alt,z, py) = —[r(6)] " b2(1)] "y (142)
now calculate the coeflicients in the adjoint BSDE

O H = [b1()]"y + q(t)x +q(t) (x — s(t)m) (143)
0:9 = qr + q(x — sfi) (144)

to write down the MKV-FBSDE under the interpretation that when the number of players is large enough, we can

replace the flow of empirical measure (random measure) with the flow of deterministic measure p; = % (X;) and
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replace the control « with G&(t, Xy, put, Yz) simultaneously

4%, = [b1() X, + 51 ()2 (X0) = ba(6)[r (1))~ [ba(t)] Y] dt + 0 VY
Xo=¢
a¥; = = (b O] Yi + a(O) X + ()X, = s()Z (X)) dt + Z; W,

Yr = ¢X7 +q(X1 — 5.2 (X7))

(145)

now we want to investigate the solvability of this MKV-FBSDE containing both optimality and consistency conditions.

Since the measure acts on the coefficients only through its mean, we denote

T, =KX, = £ (Xy) (146)
and simplify the MKV-FBSDE

dX; = [b1(t) Xy 4 b1 ()T — ba(t)[r(H)] M b2 (1)])TY3] dt + o dW,
Xo=¢

dY; = — ([bu()]"Y: + [a(t) + ()] Xe — q(t)s(t)Te) dt + Z, AW,
Yr =(q+9Xr —qszr

(147)

it’s still hard to see the solvability but the presence of the mean of X; in the equations leads us to think about taking
expectation on both sides of the MKV-FBSDE to get the coupled ODE w.r.t. the mean of X; and Y;

dzy = [[by(t) + by (8)]Te — ba(8)[r (1))~ [b2()] 7] dt
To = B¢

dg, = — (b1 ()7, + la(t) + () —q(t)s(t)]z.) dt
Yr =(q+q—3s)7r

(148)

where
7, =EY, (149)

interestingly, the following theorem turns the analysis on MKV-FBSDE completely into the analysis on this coupled
ODE w.r.t. the mean of the process.

Theorem 6 (Existence and Uniqueness of the Solution to LQ-MFG). Ezistence and uniqueness of the solution to
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LQ-MFG holds iff existence and uniqueness of the solution to the ODE system

dzy = [[ba(t) + b1 ()]T — ba(8)[r(8)] b2 (1) "7, ] dt
To = E¢

(150)
dg, = — (b1 ()77 + la(t) + (1) = q(t)s()]Te) dt
Yr = (¢ +q—3s)Tr
holds.
At this point, we can put up ansatz
Yy = MTe T X4 (151)

where 77, ¥ are deterministic functions in ¢, plug into the coupled ODE system, collect coefficients to see the decoupled

version as an ODE w.r.t. 7,

(152)

where 7, is matrix-valued and %, is vector-valued. It’s clear that the existence and uniqueness of the solution
completely depends on the equation for 7, (since plugging in the solution of 7, into the second equation always
gives the trivial solution %, = 0), which is a matrix-valued Ricatti equation. In other words, the solvability of
LQ-MFG can eventually be turned into the solvability of a Ricatti equation (not trivial in general).

If we want to solve the MFG equilibrium, after solving this ODE to get @¢,y,, we can try to plug in and solve

the FBSDE (not a McKean-Vlasov type any more) with the affine ansatz for LQ game
Y =mXe + xu (153)

similarly, calculate dY; and collect coefficients, we get an ODE w.r.t. 7y, x; with given terminal conditions, which is
once more a Ricatti equation to solve. Solving out 7, x; to get the solution (X Y. Z ) to the original MKV-FBSDE
provides the MFG equilibrium.

Remark. One has to realize that the ODE for m,,x, is different from the ODE for n., x:. The previous one is a
characterization of the evolution of the mean Ty, 7y, while the latter is a characterization of the solution to the FBSDE.

To conclude, in LQ-MFG, the strategy after writing MKV-FBSDE is to first take expectation to get the evolution
of the mean (possibly solving it) and to prove/disprove the existence and uniqueness of the MFG equilibrium (the
point of setting up 7,,X,). After that, MKV-FBSDE can be simplified into normal FBSDE which can be solved by
putting up an ansatz (the point of setting up n¢, Xt )-
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Example: Linear Quadratic (LQ) Flocking Model

In this model, there are N players (birds), with player i having position X} at time ¢ taking value in R3. Player

i can determine its control o} as the velocity at time ¢ and the state dynamics is given as
dX} = ajdt + o dW} (154)

on time horizon [0, T]. Player ¢ has cost functional

T
JH(a) = ]E/ Fit, Xe, o) dt (155)
0
with no terminal cost and the running cost is
2
. . 1 .
Filt,z,a) = %W — 4 o’ (156)

with | - | denoting the vector o norm since x%, o’ take values in R3. This is a LQ game with mean field interaction
through |z — T|*.

Instead of solving it as a finite player game, let’s do mean field approximation and solve it as an LQ-
MFG. It can be easily seen that when N — oo this game can be approximated as the game for a single representative

player with state dynamics

dX: = apdt + o dW; (157)
and cost functional
T
J(a) = E/ F(t, X, e, ) dt (158)
0
with no terminal cost and the running cost is
K —2 1
ftz, pa) = ?lx—ul +§|a\ (159)
since o is constant, use reduced Hamiltonian
K 2 L
H(t,m,u7y,a):ay+?|x—u| +§‘Oé| (160)
differentiate w.r.t. «
OH =y + (161)
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set it as zero to get the optimal control
a(t, @, p,y) = —y (162)
now calculate the coefficients in the adjoint BSDE

0.H = k*(z — ) (163)
D29 =0 (164)

write out the FBSDE for fixed flow of measure {y} that

dX; = =Y, dt + o dW,

Xo=¢
(165)
d}/t = —KQ(Xt - m) dt + Zt th
Yr=20
replace p; with .Z (X;) to get the MKV-FBSDE that characterizes the solution to MFG
dX; = =Y dt + o dW,
X =
0=t . (166)
d}/;g = —KQ(Xt - % (Xt)) dt + Zt th
Yr=0
take expectation on both sides to turn it into a coupled ODE w.r.t. the mean of X;,Y; that
dz, = —7g, dt
7o =E
0 £ (167)
dy, =0
Jr =0

due to the simplicity of this ODE, we don’t even have to set up 7,,, for decoupling purpose, a direct solution is

T, =E¢ € R3
=B (168)
gt:()

and is unique, proves the existence and uniqueness of the MFG equilibrium.

When it comes to solving out the closed-form solution of the MFG equilibrium, put up affine ansatz with
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deterministic 7, x
Y = Xe + xe (169)
the MKV-FBSDE is now a normal FBSDE

dX; ==Y, dt + o dW,

Xo=¢

(170)
dY; = —/€2(Xt —E¢&) dt + Z, dW;,
Yr=0

collect coefficients and turn it into an ODE w.r.t. 1, x¢ (check that Z; = on; is deterministic, so it’s adapted, the
key condition to satisfy as the solution to BSDE)

Ny —n2 + k23 =0

).(t — MeXt — HQEf =0 (171)

nr=0,xr =0

it’s quite obvious that the solution is

eZﬁ(T—t) -1 def
N = ﬁmh = e I3 (172)

where 7] takes value as real number, and to solve x;, we need to tear apart different components
T
; i .2 i JEn: du
Vie (1,2, d} = —K2(EE) / el midu g (173)
t
where (E€)? is the i-th component of E€. This gives the solution to the original MKV-FBSDE and the state dynamics
at equilibrium is

dX, = —(mX, + x0) dt + o dW, = —ny(X; — E€) dt + o dW, (174)

a mean-reverting Gaussian dynamics.
Remark. Notice that EX; = E£,EY; = 0, this tells us that n:EE 4+ x: = 0 always holds. In other words,

eQn(T—t) -1
xt = —nEE = —Hmﬂzf (175)

an easier representation to use. One can check that indeed this is true by plugging this expression into the ODE for

Xt-
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Example: Systemic Risk Without Common Noise

The systemic risk example with common risk has already been solved as an example of finite player game.
However, as we have mentioned above, different from finite player game setting, common noise in MFG causes
essential difficulties (the randomness in the measure is not gone asymptotically) so at this point we only consider
solving this example as a MFG without common noise.

For the purpose of completeness, the setting is copied here. There are N players, with player i having state X}

at time ¢ taking value in R. Player i can determine its control o} at time ¢ and the state dynamics is given as
dX} = [a(X; — X}) + o] dt + o dW} (176)

on time horizon [0, T]. Player ¢ has cost functional

T
Ji(a)=FE / fit, Xe, o) dt + g (T, X7) (177)
0
with running cost
i €= _ 02 i iy Ly 2
Filtz,a) = 5T = 2']" — ga’(T — 2*) + 5 |o| (178)
and terminal cost
i € - N2
oi(t,) = £z — o) (179)

it’s a LQ game with mean field interaction through |z — Z|? and the parameters ¢, g, ¢ are positive with ¢ < e such
that f is a convex function in (z, a'), resulting in the joint convexity of the reduced Hamiltonian.
First let’s do mean field approximation to turn it into a control problem for the representative player. It’s clear

that the representative player is having state dynamics

dXy = [a(fiy — Xy) + ou] dt + 0 dW, (180)
with cost functional
T
J(a) =E / [t X, s o) dt + g(T', X, pr) (181)
0
running cost
€, 9 _ 1,
ft,z,p0) = Slp— 2" —ga(m - 2) + 5laf (182)
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and terminal cost

glt,z,p) = 5 (Fi—)?

where [t is the mean of the probability distribution u.

(183)

Let’s apply Pontryagin’s maximum principle. Write down the reduced Hamiltonian (since ¢ is a constant)

_ £, _ _ 1
H(t, 2, py,0) = [a(i = 2) + oJy + 517 = 2l” = qa(@ = 2) + S |o?
minimize w.r.t. o to get

a(t,, py) = —y +q(p — x)
derive the derivatives in the adjoint BSDE

0, H = —ay +e(z — i) + qa
029 = c(z — 1)

write down the FBSDE with & plugged in for fixed flow of measure {p;}

dX; = [(a+q) (i — X¢) = Y] dt + o dW,

Xo=¢

dYy = [(a + qQ)Y; — (e — ¢*) (X — )] dt + Z, AW,
Yr = e(Xr —0r)

the consistency condition tells us to replace pu; with £ (X;) to get the MKV-FBSDE

dX; = [(a+q)(Z (Xy) — Xy) = Yi]dt + o dW,

Xo=¢

dY; = [(a+ q)Y; — (e — *)(X; — £ (Xy))] dt + Z; AW,
Yr =c(Xr — £ (X))

solving this MKV-FBSDE provides the MFG equilibrium as the solution.

(184)

(185)

(186)
(187)

(188)

(189)

Alike what we have done in the last example, we take expectation on both sides of the FBSDE denoting
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7, = EX,,y, = EY; to get a coupled ODE system

dz, = —7, dt
To = K

dy, = (a+ q)y, dt
yr =0

it can be directly solved to get the unique solution

T, = K¢
Y. =0

which implies the existence and uniqueness of MFG equilibrium.

At this point, let’s plug Ty = E¢ back into the MKV-FBSDE to reduce it to a normal FBSDE

dX: = [(a +q)(E§ — Xi) — V3] dt + o dW;

Xo=¢

4Y; = [(a+ q)Yi — (¢ — ¢®)(X; — E)] dt + Z dW,

Yr = (X7 — Ef)
with an affine ansatz raised as
Y = m(Xy — EE)

this results in the following fact that

dY; = [i — (a + @Q)ne — 07 )(Xe — EE) dt + ony dW,

(190)

(191)

(192)

(193)

(194)

compare the stochastic integral term to see Z; = on; is adapted since 7, is deterministic. Compare the drift term to

get the Ricatti equation with terminal condition

e =n; +2(a+q)n — (e — ¢°)

nr ==¢

this equation can be solved easily so

Gy = —(n + @) (Xy — EE)
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the MFG equilibrium state dynamics is given by
dXy = —(a+m + q) (X — EE) dt + o dW, (197)
Remark. Notice that if this model is solved as a finite player game with the ansatz
ij ~ Na
Y =m(Xe = Xi) |y — i (198)
in the open-loop case we have Ricatti equation
io=(1-5 )i+ 2ava) - L)n— ) (199)
N)" N
while in the Markovian case we have the Ricatti equation
), = _ L 2 (e 2
ne=\1- 5z ) +2(a+qn—(—q) (200)

as N — oo, by propagation of chaos, X; is close to E€ so Yf“ ~Y; (ansatz in finite player game and MFG become

close). On the other hand, in the Ricatti equations of finite payer game, the coefficient converges so we see the

Ricatti equation for MFG as the limit. This observation tells us that MFG equilibrium, under some conditions, can

be formed as the limit of the NE of finite player game as N — oo and the difference between open-loop and

Markovian case disappears. This is the consequence of folk theorem and we will come back to this later.

One might wonder if we can solve this MFG with the generalized Feynman-Kac formula. The answer is yes and

not surprisingly we shall get the same MFG equilibrium. Recall that after solving out G&(t, x, u,y), since o is constant

(uncontrolled) and is a given positive real number, generalized Feynman-Kac formula characterizes the solution to
the HIB equation as the solution to a BSDE. With the correspondence Y; = V (¢, X}), Z; = o - 9,V (¢, X;) in mind,

we write out the FBSDE for fixed flow of measure p that

dXy = b (t, X, e, & (6, Xy, e, 2 2,)) dt + o dW,
dYy = —f (t, Xo, pe, 6 (6, X, pe, 5 Ze)) dt+ Zy - AW,
Xo=¢

Yr = g(Xr, pr)
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plug in the coefficients to get

dX; = [(a+ @)@ — Xi) — 2] dt + 0 dW,

4y, = — =L — X2+ Zi] at+ 7, - aw,
t 5 (it 1)+ 5k + Z t

(202)
Xo=¢
Yr = §(ir — Xr)*
replace p; with .Z (X;) to get the MKV-FBSDE
dX, = [(a (@ (X)) - X,) - izt} dt + o dW,
— 2
aY, =~ [S2(Z X - X2 + L5 di + 2, -aw, -

Iy

Xo =
Yr = (& (Xr) — Xr)?

unfortunately, taking expectation on both sides does not work now since the BSDE contain the quadratic term in

Z (X:)— X and Z; so it’s not easy to directly solve out . (X;) and turn the equations to a normal FBSDE. Despite
the difficulty solving this MKV-FBSDE, we can verify that

Y= %,ut(Xt - Ef)z
Zy = UTlt(Xt - Ef) (204)
X(Xt) =E¢

is the solution to this MKV-FBSDE where 1, u; are deterministic functions in ¢ (so that Z; is adapted). To check,

plug in £ (X;) = E£ to turn it into a normal FBSDE. Plug in the ansatz for Y, Z; to see that
1.
dY; = (X; — E¢)? Shu = (a+ @)t — peme | dt + ope( Xy — EE) dW; (205)

compare with the BSDE to see

. 2 —_ 2
it — (a+ que — ey = =% —
e = 1) (206)

pr =c

after some simplification, the ODE for n; = u; is provided as

e =07 +2(a+q)n — (e — ¢°)

nr ==¢

(207)
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which is exactly the same as that derived using Pontryagin maximum principle. At this point,
. Zy
Q =—;+L](E§—Xt) = —(q +n)(X¢ — EE) (208)
and the MFG equilibrium state dynamics is given by
dX; = —(a+n: + q)(Xy — E&) dt + o dW; (209)

exactly the same as that derived from Pontryagin maximum principle. At this point, we can go back and check that
vt € [0, T],EX; = E¢ since

t
X, :5—/ (a+ s+ ) (X, — E€) ds + oW, (210)
0
so EX; —E = — fg(a +ns + q)(EXs — E£) ds. Denote h(t) = EX; — E¢, it provides the ODE

dh(t) = —(a +m + q)h(t) dt

(211)
h(0) =0

the solution is trivially i(¢) = 0 concludes the verification.

Remark. In this example, Pontryagin maximum principle and generalized Feynman-Kac formula can both be applied
to solve the LQ-MFG, but obviously one approach is much easier than the other due to the linearity of coefficients.
One interesting observation is that the Z; in generalized Feynman-Kac formula is different from the Y; in
the Pontryagin maximum principle only by a constant o. This is within our expectation since Yy = 0,V (t, X}) is
the derivative of the value function in the Pontryagin mazimum principle but Z; = o - 9,V (t, X¢) in generalized
Feynman-Kac formula. This phenomenon indicates that we have to be careful with the different correspondence and

interpretation in generalized Feynman-Kac formula and Pontryagin maximum principle.

Remark. One important point to state here is the intuition of the systemic risk model. This model tries to explain
the existence of systemic risk that when a certain amount of banks default, all other banks will also choose to default,
causing problems for the economy (for details please refer to the paper Mean Field Game and Systemic Risk). In
other words, this model is interesting in the large deviation sense in that default rarely happens but makes a large
difference to other banks’ behavior.

However, the MFG equilibrium state dynamics tells us
dXy = —(a+n + q)(X¢ — EE) dt + o dW; (212)

which is just a normal OU process w.r.t. EE. In this sense, each player’s state shall exhibit mean-reverting behavior
around EE and all players’ states are asymptotically independent. In this sense, we completely lose the large deviation

behavior described above.
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Notice that there’s actually no contradiction between those two behaviors. MFG exhibits the SLLN behavior
while the original finite player game model exhibits the large deviation behavior. Imagine that one has i.i.d. random
variables, if SLLN is working, the almost sure limit is a deterministic real number so of course one loses large
deviation arguments. The essential reason is that SLLN provides a too coarse limiting behavior argument. To recover
the large deviation behavior, it’s natural to think about tracing time back a little bit to the time when SLLN has not
yet completely come into effect, i.e. replacing the expectation with the sample mean. As a result, one can actually

recover the large deviation behavior by modifying the MFG equilibrium state dynamics a little bit into

k
1 ,
dX; = —(a+n: +q) <Xt_k: E XZ) dt + o dW; (213)
i=1

replacing EE with the sample mean of states among k players for some fized integer k so that SLLN does not fully

come into effect.
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Example: Aiyagari’s Growth Model

Let’s introduce the diffusion form of Aiyagari’s growth model as a finite player game. There are N players in
the economy, with each player maintaining his state X} = (Z}, A!) where Z; denotes the labor productivity at time

t and A; denotes the wealth at time ¢. The labor productivity has dynamics
dZ} = uz(Zi)dt + oz(Z}) AW} (214)

where uz,07 : R — R are given. Each player’s labor productivity is a private state, i.e. there’s no interaction with
other players. On the other hand, players receive wages depend on their productivity, there is an interest rate in the
economy so the player’s wealth enjoys natural growth as time goes by. Each player maintains his control ¢} as the

consumption rate at time ¢ in order to receive utility. As a result, the dynamics of the wealth process is given by
dA! = [wiZ] + r AL — ci] dt (215)

where w!, r; are two stochastic processes denoting the wage and the interest rate specified later in the context. Given

the control of all players, the i-th player tries to maximize the expected utility
Ji(e) = IEJ/ e PtU(ch) dt (216)
0

on infinite time horizon with continuous-time discount rate p > 0. The utility function is often taken as the CRRA

utility function
1
=S 0>0 (217)

to determine the construction of w{ and r;, we need a little bit knowledge from economy that a production function is
typically used to describe the production process. The production function Y = F (K, L) describes how total capital
K and total labor L decides the total output of the production Y. Naturally, the total capital in this economy is
the sum of all players’ wealth, but for the purpose of simplicity (easier correspondence with mean field interaction

later), we do normalization here to view this economy as having only one person so the total capital would be

1
K=+ Zl Al (218)
and the total labor would be
L;=1 (219)

at this point, it would be natural to determine w! and r;. The partial derivative of the total output of production

F w.r.t. total labor L gives the marginal product of labor, which in a competitive equilibrium, shall be equal to the
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wage. By the same reasoning, the marginal product of capital shall be equal to the user cost of capital, which is the

interest rate plus the rate of capital depreciation § > 0.

Remark. Here we have to be a little bit familiar with the economics setting that under equilibrium all costs and
profits equate. Imagine that we are running a company in the economy, whenever the marginal product of labor is
more than the wage, we shall recruit more people since the value brought by more production exceeds the cost of paying
the worker. For the same reason, whenever the marginal product of capital is more than the user cost of capital, we
shall invest more capital into production since the value brought by more production exceeds the cost of investing in
new equipment or borrowing money. Just to remind, the user cost of capital equals the interest rate (time value) plus

the rate of capital depreciation (e.g. equipment damage in production process).
At this point, it shall be very clear that

Tt = aKF(Kt; Lt) -0 (220)
we = 8LF(Kt, Lt) (221)

where the wage process of all players in the economy is identical. To clarify, all players interact only through K; which
is actually a function of the empirical measure of the wealth A. In economics, we often choose the Cobb-Douglass

production function

F(K,L)=AK“L'™™ (A>0,0<a<1) (222)

which results in
re = AaKt =6 (223)
wy = A(l — a) K} (224)

this concludes the setting of the diffusion form of Aiyagari’s growth model.

Now let’s make some extra assumptions and try to solve this model as a MFG. The first assumption to make
is that this model now takes place on finite time horizon [0, 7] so the discount rate p = 0 is unnecessary. Since it’s
now a finite horizon game, we add the terminal reward term ¢*(T, X%) = A% saying that each player also wants to
take into account the wealth he has at terminal time. Other than that, we take uz(z) = 1 — 2 so the dynamics of Z;
is an OU process and oz = o > 0 is specified as a constant, A =1 is taken WLOG. Let’s repeat all our settings for

now. The state dynamics is given by

dZi = (1 - Z}) dt + o dW}
dA} = [(1— a)KOZi + (aKP™" — §) Al — ci] dt (225)
EZi =1
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and we try to minimize the negative expected utility

Ji(c) = —E /0 U(c) dt + Al (226)

Firstly, let’s conduct mean field approximation to turn this game into a game only for the representative player
that

dZt = (]. - Zt) dt —+ O'th
dAy = [(1 = o) Zs + (a* ™' = 6)Ap — ¢] dt (227)
EZ, =1

and he tries to minimize the negative expected utility

T
J(c) = —E /0 Uley) dt + Ar (228)

notice that K; is exactly the mean of the empirical measure of A¢ so it’s replaced with 7z, keep in mind that j; is not
exactly the empirical measure of state (state consists of two parts, wealth and labor productivity, here the empirical
measure is only built w.r.t. wealth).

Apply Pontryagin maximum principle for fixed flow of measure pu, first write the state dynamics in the vector

form
dZz, 1-7
b — B o dt+ 7| aw, (229)
dAt (1 — a)ut"‘Zt + (Oé/,bta — (5>At — Ct
so the coefficients have the form
b(t, (2, ), 1) L (230)
)] Z? a/ b b) c =
s (1— )%z + (ap®t — §)a—c
o
o(t, (z,a),p,c) = [0 (231)
f(ta (Zv (Z), Hy C) = _U(C) (232)
g(t7 (Za a)a M) = —a (233)

calculate reduced Hamiltonian (diffusion coefficient is constant), notice that we split y into tuples since the state is

also a tuple

H(t, (z,0); 11, (Y2, Ya), ) = y=(1 = 2) + yal(1 = @)% + (i~ = 6)a— ] = U(c) (234)
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take derivative w.r.t. ¢ to get the optimal control

=

é(tv (Zva)nua (yzvya)) = (_ya)_; (235)

calculate the coefficient of the adjoint BSDE

0.H = —y. + ya(l — o) (236)
0aH = ya(oi*~" = 9) (237)
8.9=0 (238)
Oag = —1 (239)
we write down the FBSDE

dZy = (1— Z;)dt + o dW,

dAy = [(1— ) Zs + (it — 6) Ay — (—Ya,) 7] dt

EZy =1

dYar = Yo (am®t = 8)dt + Zy AW, (240)

Yor=-1

dY, 1 = [Yar — Yo, (1 — )] dt + Z, AWy

Y.r=0

it’s quite obvious that we don’t actually need the last BSDE w.r.t. Y, ; since it’s decoupled from other FBSDE (one
can solve Y, ; from other equations then plug in to know Y, ;). On the other hand, the optimal control ¢ has no
dependence on Y, ; so we don’t actually care about solving this BSDE. This observation reduces the FBSDE into

({Z:} is also a given process, its dynamics is not coupled with other equations in the FBSDE)

dA; = [(1— ) Zs + (it — 6) Ay — (—Ya,) 7] dt

dYa,t = *Ya’t(ama71 - 5) dt + Za,t th (241)
Yor=-1

replace py with £ (A4;) to get MKV-FBSDE

oA ————a—1 1
dAi = (1= a)Z (A) Ze + (@ Z (A)" = 9)Ai = (~Yor) 7] dt
AVyy = —Yor(aZ (A)" " = 8)dt + Zoy dWV, (242)
Ya,T =-1
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and take expectation on both sides to get a coupled ODE with the notation a; = EA;,y, , = EY, ; that

day = [(1 — )@ + (aay™ " — 6)a, — E(—Y,,) 7] dt
dyaﬂt = _yaﬂt(aagil - 6) dt (243)

ya,T =-1

here we used the fact that EZ; = 1 from the dynamics of Z; together with EZy = 1. It’s hard to deal with the
expectation E(—Yayt)_% in the ODE since it cannot be well represented by @, 7, so we have to think of using other
properties of this MKV-FBSDE. One observation is that in the BSDE w.r.t. Y, ., the state process A, Z; does not
directly appear in the coefficients except the interaction through .Z (A;) which is a function in ¢. As a result, this
MKV-FBSDE is actually decoupled and Y, ; is actually deterministic since by setting Z,: = 0, Y, is actually the

solution to

dYos = Yo, (aZ (A)" " —6)dt

(244)
Ya,T =-1
that provides
T/ 74 o1

Yoi=—€" [F (@ 2(A)Y  —6)ds (245)

as a result, the coupled ODE turns into

1
da, = [ay — 0y — (—Ya,) 7] dt

t [ t t ( ,t) ] (246)

Ya,t — e~ ftT(aEf:’I—é) ds

where Y, ; = 7, since it’s deterministic. The existence and uniqueness of the solution to this ODE is equivalent
to the existence and uniqueness of the MFG equilibrium. Here the important point is to ensure that the solution
satisfies Vt € [0,T],.Z (4:) > 0,Y; < 0 so some restrictions have to be added on the initial wealth Ag. From the
ODE w.r.t. ay,

t t
@ =e 0 [ao +/ e a% ds — / e&s<7Ya73)% ds] (247)
0 0
the solution can be expressed in terms of Y, ;. From the expression of Y, ¢, it’s easily seen that
Yo > e 000 (248)

SO

t —s
@ > e [ao —/ ed2e™ 5 )ds} (249)
0
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it always happens that Vvt € [0,T],a; > 0 if

t 55 S(T=s)
EAq = ag >/ e’®e” 7 ds (250)
0
the MFG equilibrium exists and is unique given the initial wealth is not too little.
As the solution to MFG, we can solve out Y, and @; simultaneously from numerical methods. After that,
¢, L (At) are known and we can simulate the trajectory of {Z;} and then simulate the trajectory of {A:} to see the

MFG equilibrium state dynamics.
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Game with a Continuum of Players

For the purpose of completeness, we mention the construction of a game with a continuum of players. The
motivation here is that macroeconomics model typically requires each individual to have negligible amount of impact
on the whole economy. On the other hand, the MFG setting is generalized from the finite player game taking the
number of players to infinity. It seems that two ways of construction have no significant difference but one actually
has to face some measurability issues when dealing with the game with a continuum of players.

Consider player index set I = [0,1] as an uncountable set equipped with sigma field .# and probability measure
A. Assume that the random variable X* takes value in the polish space E, then {X Z}z cr Isa family of random
variables describing some certain attributes of all players. Consider the mapping i € I — X%(w) € E, it’s expected
to be nowhere continuous and not measurable. As a result, when dealing with independence under the setting of
a continuum of players, we don’t want to create uncountably many independent copies of X* and then pair them
up. Instead, we would rather sacrifice some independence properties to exchange for measurability. The definition of
essentially pairwise independence is introduced with this motivation in mind. A family of random variables {X 1}1 el
is essentially pairwise independent if for A — a.e. i € I, X* is independent of X7 for A — a.e. j € I. The
existence of essentially pairwise independent families turns out to be not trivial. In order to investigate that, Fubini
extension is introduced.

We neglect the details and the definitions here with one thing in mind that the original product space (I x €2, % x
Z, A x P) shall be extended to another space called Fubini’s extension denoted (I X2, # X.# AXP). The main point
to take here is that on the Fubini extension, the measurability and M-integrability of the mappingi € I — X(w) € E
is ensured for A — a.e. i € I and Fubini’s theorem always applies for the integration w.r.t. P and A (can change the
order of integration as one wishes).

This Fubini extension is called rich if there exists a real valued . X.#-measurable essentially pairwise indepen-
dent family {X Z}Z ¢ such that Vi € I, X ¢~ U(0,1). Intuitively, if uniform random variable family exists, random
variable family following any distribution exists.

It turns out that a rich Fubini extension must have A\ as an atomless measure (e.g. the Lebesgue measure).
With F as a polish space and p : I — Z(F) to be £-measurable, there exists E-valued & K. Z-measurable essentially
pairwise independent family {Y’}Z el such that YA —a.e. i € I,Y" induces probability measure p;. In other words, u
is a mapping that assigns each player a probability distribution to follow. Under measurable condition
of 1, one can always replicate all those distributions on a rich Fubini extension and keep essentially
pairwise independence at the same time. This is not surprising at all since rich Fubini extension already
requires the replication of uniform distribution, from which it’s easy to replicate any probability distribution. It

turns out that the exact law of large number can also be established on the FUbini extension.

Theorem 7 (Exact LLN). {Xi}iel is a measurable square integrable family of r.v. on Fubini extension, then
{Xi}iel are essentially pairwise uncorrelated iff VA € ., \(A) > 0, for P — a.s.Vw € Q,

/ Xi(w) dAi) = / EX' dA(i) (251)
A A
Remark. Again we skip the details but mention the intuition here. One might be wondering why this is the law of
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large numbers. Actually, \(A) > 0 implies that A is large enough (countable sets A has measure 0 under atomless
A), at least uncountable so fA X(w)dA(i) is the mean of X' among a large enough number of players. We expect
this mean to converge to a deterministic quantity related to the expectation, which is fA EX®d\(i), the average of

EX? among a large enough number of players. This is exactly the spirit of all variants of law of large number.

At this point, we shift gears to apply the concepts exhibited above under the setting of MFG, trying to generalize
it to a game with a continuum of players. It’s quite obvious that for MFG without common noise, the state dynamics
contains a family of BM {VW}2 oy tobe essentially pairwise independent under the rich Fubini extension. Interestingly,
it turns out that on the same rich Fubini extension we can solve the problem of the progressive measurable requirement
of {ai}te[O,T] and {ui}te[O,T] so MFG with a continuum of players is well-defined.

With the help of the exact LLN, V¢ € [0,T], we would expect to see that the empirical measure at time ¢ is
actually not a random measure and shall coincide with u, same as what we have in the traditional MFG setting. As
a result, it’s intuitive to conclude that a solution to the traditional MFG provides NE for the MFG with

a continuum of players.
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Example: Almgren-Chriss Price Impact Model

There are N traders, each having number of shares X} at time ¢ with the rate of trading a! as the control. The

traders are identical with dynamics
dX} = ajdt + o dW} (252)

on finite time horizon [0, T]. The stock has price S; and each trader hold cash K} at time t. The cost of trading is

modelled by an non-negative convex function ¢ such that ¢(0) = 0. As a result, the change in cash is modelled by
dK} = —(a}S; + c(a})) dt. (253)

With h being a deterministic function known to everyone, the price impact is modelled by

N
1 i
dsy = + Z_; h(ad) dt 4 oo AW, (254)
where W0 is another independent BM. Each trader has wealth V! = K} + X}S; at time ¢ and hopes to minimize its

expected cost

T
Ji(a)=E (/0 ex (X)) dt + g(X%) — V;’) : (255)

Here cx and g penalizes against holding more than enough inventories and the trader wants to hold as much wealth
as possible.

We first conduct mean field approximation for this game. The mean field interaction in this finite player game
is through the term % Zi\; h(al), which has something to do with the empirical measure on the action space. As

a result, we write the game in terms of a representative trader that

dXt = Q¢ dt + o th, (256)
dK; = —(0u St + c(ay)) dt, (257)
dS; = / hdf; dt + oo dWY, (258)

where 6, denotes the population measure at time ¢, taking values in (7). By Ito formula,

d‘/} = _(atst + C(C%t)) dt + Xt / hd@t dt + 09 thO + StOZt dt + O'th (259)

= —c(oy) dt + X, / hdf; dt + oo AW, + o dW;. (260)
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Rewrite the expected cost as
T T
E [/ ex (X1 dt + g(Xr) — / (—c(at) dt + Xt/hdat dt + o0 AV + ath> dt] (261)
0 0

=FE

/0 lex (Xe) + clag) — Xy (b, 0,)] dt + g(XT)] . (262)

We use the notation (h,6;) = [hdf; to represent the integral of h w.r.t. the measure 6, in a compact way. The

trader has running cost
f(t,z,0,a) =cx(x)+c(a) —x(h,0). (263)

This is an example of an extended MFG since the empirical measure on the action space appears in the game.

Recall that in a traditional MFG, only the empirical measure on the state space appears.

To derive a closed-form solution to this EMFG, we assume that c¢(a) = a2, cx(z) = a2, g(z) = Fa?, h(a) =

ha. This model is known as the Almgren-Chriss linear price impact model and it’s a linear-quadratic EMFG.
The probabilistic approach: Let’s first apply Pontryagin’s maximum principle to solve this game. Write out

the reduced Hamiltonian (constant diffusion coefficient):

H(t,z,y,7,0,0) = ay + %‘x? n %“a? —a(h,0). (264)

Fix the measure 6 and take derivative w.r.t. «, set it to zero to get the equilibrium strategy:

a=—2. (265)

Ca
Compute the coefficient in the adjoint BSDE
0. H =cxx — (h,0). (266)

Plugging in the equilibrium strategy gives the FBSDE for a fixed flow of measure {6;} that

dX; = =LY, dt + o dW,
dY, = (—ex Xy + (h,0,)) dt + Z, dW, (267)
YT = CgXT
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Noticing the consistency condition 6, = .% (&) enables us to write down the MKV-FBSDE:

dXt = —i}/t dt + O'th
dY, = —(cx X, + LEY,) dt + Z,dW, - (268)
YT = CgXT

Finding a closed-form solution to the MKV-FBSDE always requires first turning it into a normal FBSDE. Hence
we hope to find EY;). Taking expectation on both sides of the FSDE provides

1

1
Az, = dEX; = ——EY, dt = ——7, dt. (269)
Ca

« (e%

Taking expectation on both sides of the BSDE provides

"B dt = ~(exF,+ g, dt, (270)

CO( (0%

dy, = dEY; = —(cxEX, +

together with the terminal condition ¥ = c,Tr. Solve this ODE system through affine ansatz 7, = 1,2 + X, to see
that
- 1 5 h_ - h_ 1 _ -
N = —Mf + —T;+ex =0, X+ —X; = —Xe =0, Tp = cg,Xr = 0. (271)
Ca Ca Ca Ca
The Riccati equations for 7,,%, can be easily solved to turn the MKV-FBSDE into a normal FBSDE. Afterwards,

put up the affine ansatz Y; = 1: X; + x: for the normal FBSDE once more, where 7, x are deterministic, to solve for
the closed-form solution to this EMFG.

Actually we can also compute the closed-form solution using the analytic approach: Write the HIBE for a fixed

flow of measure {6;} that

2
Opv + inf < @dyv + U—amv . e R Y (h,0:) » =0, o(T,z)= Y942, (272)
a 2 2 2 2
Get rid of the inf to see that the equilibrium strategy is
. 1
a(t,x) = —C—va(t,x). (273)
Plug back into HIBE to get
2
1
O + %va + %(xQ - f((’hv)z —xz(h,0;) =0, o(T,z)= %9302. (274)

56



MFG notes written by Haosheng Zhou CONTENTS

Instead of writing out the Fokker Planck equation for #;, we use a small trick combining the HIBE with the
McKean-Vlasov nature by requiring 0, =% (&t). This provides

Opv + 0—28 v+ Ka? L(8 v)? + Ew Edv(t, X¥) =0, o(T,x)= %942 (275)
t 2 Tx 2 26(1 T Cor T ) t — Y 9 - 2 .

Use the ansatz v(t,z) = 2aTnx + xi@ + p1 to get

1. ) ) o? c 1 h 4 c
Sia? 4 x4 =+ =2 — —— (e + x)? + —x - (EXE 4 x0) =0, o(T,x) = 2Lz (276)
2 2 2 2¢q Co, 2
Use the state dynamics with & plugged in,
& 1 &

Co

Take expectation on both sides, dEX{* = — - (n,EX{ + x;) dt, EX§ = EX, allows one to represent EX{* in terms of
nt, Xt Plug EXE back into the HIBE, one is able to derive three decoupled ODEs for 1y, x¢, it:. Solving the ODEs
provides the solution to this EMFG.

Example: Cryptocurrency Mining

Refer to the paper A Mean Field Games Model for Cryptocurrency Mining by Zhongxi Li, et. al.
for the details of the model. This model is also an extended mean field game but the interaction is more complicated.
The mean of the population measure and the strategy both appear in )¢, and \; works as the intensity of a time-
inhomogeneous Poisson process IV;. Finally, the Levy process N; appears in the state dynamics, based on which the
expected utility is maximized.

This model has a closed-form solution for some particular utility functions and one needs to be able to derive
the infinitemsimal generator of a jumped diffusion (refer to Calculating Infinitesimal Generators by Majnu
John and Yihren Wu for details).
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An Introduction to Master Equation

We provide a very brief introduction to master equation, one of the core topics in the theory of
MFG, without rigorous proof but with plenty of intuition. One is welcome to refer to Daniel Lacker’s
notes Mean Field Games and Interacting Particle Systems and Francois Delarue’s paper Mean Field
Games and Master Equation for more details. Most of the following contents are from my PhD

cohort Kalok Lam’s notes. I want to thank Kalok for providing his great notes!

Motivation

As we have mentioned above, MFG is formed as a fixed point problem due to its competitive nature. In detail,
one first fixes the flow of measure {u;} and solves out the optimal strategy &. Following this strategy we get the
state dynamics X* and it’s required that . (X!") = p; to satisfy the consistency condition. In the context above,
we realized that the analytic approach of MFG consists of two parts, the optimality characterized by HIJBE and the
consistency characterized by Fokker-Planck equation. However, the analytic approach is not useful for solving the
closed-form solution to MFG since it’s essentially a two-point boundary value problem with one PDE running
forward and the other running backward. As a result, the probabilistic approach setting up MKV-FBSDE stands
out.

However, when it comes to the theory of MFG, e.g. MFG equilibrium as the limit of the NE of finite-player
game, the probabilistic approach seems not to be working that well so one has to return to the analytic approach.
Instead of characterizing the MFG equilibrium as the solution to a two-point boundary value problem, one wants
to find another characterization which is easier to deal with, known as the master equation. The motivation of
master equation lies in the fact that it’s often possible to decouple equations at a price of increasing the
dimension. Instead of the normal value function v(¢,z) that has time component ¢ and state component z, why
not consider U (t,x,m) that also has a probability measure m as one of its components. The price we are paying for
U is the existence of the extra measure component m but it’s hopeful that we can find a single PDE w.r.t. U that
characterizes the MFG equilibrium, circumventing the two-point boundary value structure.

Naturally speaking, the very first question we would ask is how shall we differentiate a real-valued function w.r.t.

its measure component m. This leads to our discussion of the calculus on the space of measures.
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Calculus on the Space of Measures

Based on different perspectives, there are several approach defining the derivative w.r.t. measure. One of them
is the L-derivatives established by Lions, understanding the measure through the distribution of random variables.
Another perspective is the linear functional derivatives whose motivation comes from Frechet derivatives on
normed spaces. Last but not least, W-derivatives are built on Wasserstein spaces with metric geodesics, uncovering
the connection with optimal transport.

For now we mainly describe the setting of the linear functional derivatives. Recall the definition of Frechet
derivative that if V, W are normed spaces with f : U — W where U is open in V. f is called Frechet differentiable
at x if JA(x) : V — W linear bounded such that

|f(z +h) — f(z) — A(2)h|lw
||k[]v =0 121i%

=0 (278)

A(x) is just the Frechet derivative of f at x. The key takeaway here is that the derivative of f at z is the slope of
the first-order approximation of f at x.

Organizing A such that the image of x under A which is A(z) : V' — W denotes the Frechet derivative of
f:U — W at a single point x € U, then such a mapping acts like

AUXV W (279)
Ve e U A(x) : V - W (280)

without any confusion, we call such A the Frechet derivative of f in the following context.

When it comes to the master equation, we care about some function U : #(R?) — R that maps a probability
measure on R? to a real number in the most general setting. It’s immediately clear that the derivative of U w.r.t.
measure m shall be a mapping Z(R?) x #(R?) — R. However, we argue below through a simple example that the

derivative :S% can actually be simplified to a mapping Z(R?) x R? — R.

Remark. As an analogue, f(x) = 2 has derivative 2 at x = 1 but what we call as derivative is the pointwise action
of ', i.e. the mapping f'(x) = 2x.

From the definition of Frechet derivative above, it seems that f' shall be a mapping R x R — R but why is the
derivative f'(x) = 2z actually a mapping R — R? The answer is that there is some simplification going on. Written

in the language of Frechet derivative,

I ((z + h)? — a? — 2zh|
) h N

0 (281)

so A(x) maps h to 2xh, which means the Frechet derivative A(x,t) = 2x -t is linear in t. As a result, the action on
t is neglected and only the coefficient 2x is maintained and formed as the derivative f'(x) = 2x we are familiar with.

Pointwisely, A(x) maps a single real number to another single real number, which can always be represented by a
real number multiplication. Similarly, now that U : 2(R?) — R, we have A(m) = 2% (m) : Z(R?) — R maps a single

measure on R? to a single real number pointwisely, which can always be represented by integration, i.e. integrating
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some real-valued function on R? w.r.t. this measure on R/ As a result, it’s guaranteed that A(m) = g—%(m) can be

represented as a mapping R? — R. Thanks to this clever simplification, g—gL is no longer a function on the space of

measures.

In the following context, we shall always keep in mind that

oU
— PR xR 5 R 282
= PR x (282)
oU
—(m) :R* = R 283
=) (283)
oU

where m € Z2(R?) is the measure where the derivative is evaluated and v € R? is the variable of the function g—g(m).

Since %(m) : R4 — R, the integration of this function w.r.t. a measure provides a mapping Z(R%) — R that

oU

— -
. Rd om

(m)(0) p(dv) < <‘5U <m>,u> (285)

om
interpreted as the action of measure p on the function g—%(m) through integration.

Finally, we can write out the definition of linear functional derivative. If U : 2(R?) — R, then U has a linear
functional derivative if Vm € 2(R%),32Z (m) : R — R such that

vm' € (R, U(m’) — U(m) = /0 <6U(m + (m' —m)t),m’ — m> dt (286)

om

recall that (-,-) denotes the action of the measure on the function through integration, so

/01<5U(m+(m’—m)t),m’—m> dt:/ol[ U 4 (m! — m)t)(v) (m,_m)(dv)] i (28

om Rd OM

Remark. Written in the language of Frechet derivative, the derivative of U at measure m denoted A(m) : 2(R%) —

U

R acts on p and maps it to <%(m), ,u> (through the simplification we have mentioned in the remark above) denoted

oU

Am) ) = (G m), 1) (25%)

the definition of linear functional derivative is saying that
1
vm' € (R, U(m’) — U(m) = / A(m + (m' —m)t)(m' —m)dt (289)
0
i.e. A works as the "slope” in the first-order approximation, the same spirit as the Frechet derivative! The

convex combination m + (m' — m)t appears as the perturbed version of m to ensure that it is still a legal probability

measure. The definition of linear functional derivative is smartly designed such that the chain rule formally holds.
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There is an equivalent variational definition of the derivative g—g that one shall also keep in mind since it often
helps with the calculation of some important examples. The definition is through identifying %(m) as the unique

function on R? that satisfies

vm' € 2(RY), %U(m + (m — m)t)} ‘t:O = <((;[7]l(m),m’ - m> (290)

it can be shown that two definitions are equivalent. Here we provide the calculation of one direction in the remark

below.

Remark. By the original definition of linear functional derivative,

d ' . U(m+ (m' —m)h) —U(m)
%U(m + (m' — m)t)] ‘t:O = }llli)% - (291)
~ lim Jo (G (m + (m/ — n]z)th» (m' —m)h) dt )

— (S~ m) (294)

proves that the variational definition holds.

In most cases the linear functional derivative % (m,v) is regular in v so the intrinsic derivative can be defined
ef U
Dy U(m,v) < Dy (m,v) (295)

taking value in R?. It might not be clear at this moment why the intrinsic derivative is defined like this, but we shall
see later that it naturally appears in the Ito-Krylov’s formula and the master equation.

One can similarly define the second intrinsic derivative of U w.r.t. measure m as
2 1 def l
DmU(m7U7U ) - D7TL(D771,U('7U))(m7U ) (296)

Since the original function U : Z(R?) — R and the intrinsic derivative D,,U : Z(R?) x R? — R?, it’s clear that
each time of intrinsic differentiation results in a new R? component in its domain, that’s why the component v’ € R?

appears in the definition of D2,U. It’s clear from the definition that

D2.U(m,v.0) = D,y (‘W(m)) ) (207)
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Example: Linear Functional Derivative and Intrinsic Derivative

Let’s try to calculate some examples under d = 1. WLOG, those calculations also holds for general d with a
slight generalization.

The simplest example is U(m) = (¢, m) = [, ¢(v) m(dv). Use the variational definition,
U(m+ (m' —m)t) = U(m) + tU(m' —m) (298)

taking derivative w.r.t. t evaluated at t = 0 gives U(m/ — m) = (¢, m' —m) so

oU

%(mv v) = ¢(v)a DmU(mv v) = (bl(u) (299)

as a result, taking ¢(v) = v™ results in U mapping measure m to its n-th moment, in this case
D, U(m,v) = no™ ! (300)

On the other hand, we can also consider any function of (¢, m) denoted U(m) = F({¢, m)) where F': R — R is
C'. Similarly,

U(m + (m' —m)t) = F[(¢,m) +t{¢,m —m)] (301)
taking derivative w.r.t. ¢ gives
F'l{¢,m) +t{¢,m" —m)] - (¢, m' —m) (302)
evaluate at t =0
F'[{(¢,m)] - (¢, m" —m) (303)
to get
oU , / /
%(m,v) =F [<¢’ m” : ¢(U)7 DmU(m’v) =F [<¢’ m” : (b (’U) (304)

as a result, if F(z) = 22, ¢(v) = v is specified, U maps measure m to its first moment squared, in this case

D, U(m,v) = 2/Rvm(dv) (305)

naturally, due to linearity of differentiation, if U maps measure m to its variance, then
D, U(m,v) =2v — 2/ vm(dv), (D, U(m,-),m) =0 (306)

R
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those intrinsic derivatives always appear in the LQ setting.

Consider another example where
Um) = [ éta,y)m(do)midy) = (6,m x m) (307)
where m x m means the product measure. First calculate linear functional derivative

Ulm+ (m' —m)t) = U(m) + (¢,m x (m' —m)t) + (¢, (m' — m)t x m) + (¢, (m' —m)t x (m' —m)t) (308)
= U(m) + t({¢,m x (m' —m)) + (¢, (m’ —m) x m) +t*(¢, (m’ —m) x (m' —m))  (309)

differentiate w.r.t. ¢ and evaluate at ¢t = 0 to get

(6. x (m! — m)) + (g, (m' — m) x m) = / o, ) m(dz) (m' — m)(dy) + / o, y) (m' —m)(dz) m(dy)  (310)

-/ [ [ ot ymido) + [ oty.2) m(da:)} (m' — m)(dy) (311)
= ([ @) + 60,00 mido)’ ~m) (312)
assuming that Fubini’s theorem holds (by adding constraints on ¢), this tells us the linear functional derivative
om0 = [ (6(,0) + 6(0.2)) m(do) (313)
from which we calculate the intrinsic derivative
DlU(m,v) = D, [ [ @(e.0) + o(0.2)) maa) (314)
= [ Ghw0) + 61 0.2)) m) (315)

where ¢} is the partial derivative of ¢ w.r.t. its first component and ¢/ is the one w.r.t. its second component.
Repeat this procedure, calculate the linear functional derivative of D,,U(m,v) seen as a function in m, i.e. set
V(m) = D, U(m,v) then

V(m+ (m' —m)t) =V(m) + t/ (¢2(z,v) + 61 (v, 2)) (m' —m)(dx) (316)

differentiate w.r.t. ¢ and evaluate at ¢t = 0 to get

/ (d5(,0) + ¢1(v,2)) (m" —m)(dz) = (d5(-,v) + ¢ (v, ), m" —m) (317)
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with a new variable v/ € R¢ introduced

oV

%(mvv/) = ¢/2('Ulvv) + ¢/1(va/) (318)

the second intrinsic derivative is calculated

oV ,
DfnU(m7 v, ’Ul) = Dv’%(ma ’Ul) = ,1/2(1},7 ’U) =+ d)l21(v7 1)/) (319)

where ¢7, is the second-order partial derivative of ¢ first taking partial derivative w.r.t. the second component then
w.r.t. the first component. This is an important example for the second-order intrinsic derivative of the function U

that maps measure m to E¢(X,Y) where X,Y ~ m are independent.

Remark. The linear functional derivative has chain rule to hold for the composition of U with F' : R — R. The
proof can be easily written through the variational definition once again, so it’s left to the readers. We just use an
example calculated above to illustrate the idea of chain rule.

Consider U that maps measure m to its mean and F(z) = 22, clearly FoU maps measure m to its mean squared.
By chain rule, the outer layer derivative shall be the derivative of F evaluated at U(m), which is 2U(m) = 2 [z m(dx).

The inner layer linear functional derivative is just g—%(m) = 1. The product gives the linear functional derivative of

the composition

0(Fol)
om

(m) = / sm(dz) - 1 (320)
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Example: Mean Field Interaction

When it comes to solving MFG, mean field interaction comes into play through a function of the empirical
measure. If there are N players with the state of player 4 given as 2’ € R?, the empirical measure on state space R?

is
1N
W =5 b (321)
=1
mean field interaction can always be represented as

u(a) = U(ud) (322)

where U : Z(RY) — R and u : R¥™*Y — R. Mean field interaction through u is always observed in the dynamics or
the cost functional of a MFG. As a result, it’s crucial to figure out 0,:u and 0, ,iu. WLOG we assume d = 1, i.e.
the state takes value as real number.

Our calculation starts from the definition of partial derivative and linear functional derivative

N N
1 1
u(x + hei) — u(a:) =U N 4 Z '5;53' + 0pigp -U (N Z(Sy) (323)
Jj=1,5#i i=1
1 N
oU [ 1 1 1
= — | = i — i — Qi — i — Qi 24
let’s calculate the bracket (the action of integration) that
U (1 & 1 1
1 U (1 1
=~/ 5m (N ;@: + N(6xi+h - 5;ci)t> (V) (i 45 — 61)(dv) (326)
1[oU (1 & 1 . U (1 & 1 .
= — |— | = i — i — i v - | = i — i — i v 2
at this point, we see 2° + h and z?, which matches the difference quotient in terms of h, as a result,
u(erhefi) — u(x) (328)
1 [ (B S s+ G — 80)t) (0 1) = B (0 8o (B — 6}t (2]
-+ / . it (329)
0

let’s denote v(t,h) = + Zfil 8yi + 2 (0gin — 040 )t for simplicity, when h — 0, we expect to see Dngl,]L7 which is the
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intrinsic derivative D,,U, and also v(t,h) — uY at the same time. Simple calculation tells us

Dpiula / DU () &) dt = DU () o) (330)

the first-order partial derivative of mean field interaction w.r.t. state component, together with its

connection with intrinsic derivative w.r.t. measure.

Remark. Previously, we fail to provide interpretation of the intrinsic derivative. However, through this example,

one can see the natural appearance of the differentiation w.r.t. v.

When it comes to the second-order partial derivative,

Bpiu(x + hej) — Dyiu(z) = (D Ui pe, ) (@ + hbig) — DU (i) )(xi)) (331)

=~ (DU (11, ) @ + 1055) = DU (1,1, ) (@) + DinU (12, ) (@) = DU (1) ()
(332)

HZ\

here we abuse the notation, ¢;; denotes a real number which is 1 if ¢ = j and 0 otherwise (it does not stand for
a measure), notice that hd;; makes a difference when i = j happens. Let’s first focus on the second difference
DmU(MiV+hej)($i) — D, U(ul ) (2%) by noticing that on fixing the variable v = ¢, D,,,U can once again be seen as a

function in the measure component, and the definition of linear functional derivative applies

DU (14 pe;) = DU (1)) (333)
Lrs

= / < 5 DmU (g + (U2she, = 12 )8): B2lene, = 12 > dt (334)

- / / DU + (1, — W) (1 e, — 1) () (335)

=¥ / [ Dl (13 + (Byne; = 12 )@ +h) = == DU (g’ + (2ene, — 12 (@) | dt (336)

here the variable v = 2? is temporarily omitted and a new variable v is introduced. The difference quotient structure

in terms of v’ appears again, take h — 0 to see

DmU(ﬂiV-f-hej) — DU (p))

. (337)
1

-+ [Dv/;pmwﬁ)(xﬂ') di (338)

— 3 [ DRUGN) @) de = FDRUGE) (h -0 (339)

don’t forget that the variable correspondence is given by m = pY, v = 2',v" = 27 in the limit (we omitted the

variable v in the calculation, have to add it back), written in the form of the definition of the second-order intrinsic
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derivative D2,U(m)(v)(v'), the limit is actually
1 o
~ DU () (2") (27) (340)

finally let’s consider the first part of the difference which may be non-zero only if ¢ = j. When i = j,

DmU(UiVJrhej)(xi + héi;) — DmU(UiVJrhej)(Ii) . DmU(#iv+hei)(xi +h) - DmU(l‘iv+hei)(xi)

h W (341)
= Dy [DpU ()] (%) (b — 0) (342)

combine two parts to see
Ouseru(@) = 3 DAV ) @) (@) + b1y Do [Pl ()] (&) (343)

Remark. The definition of the second-order intrinsic derivative is also natural. To clarify, the term D, [DmU(/J,év)} (z%)
means first calculating D,,,U(m,v), evaluate it at m = Y so that it becomes a function in terms of v and then take
the partial derivative w.r.t. v and evaluate at v = x*. The calculation above still holds when the state takes value in

R? for general d.
To sum up, we proved the following theorem

Theorem 8 (Differential of Mean Field Interaction). Now that the state takes value in R? in an N-player game,
with U : P(R?) - R,u: RNY — R and p = & Zfil Si as empirical measure on state space, u(z) = U(pl)) as

mean field interaction, then

Dyiu(a) = - DU () (w") (344

Dy Dyet() = 553 DAUGE) @) @) + 651Dy [Pl ()] () (345)

can be represented in terms of the intrinsic derivatives of U.
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Ito-Krylov’s Formula for a Flow of Measure

We have learnt how to differentiate the mean field interaction w.r.t. the state variable x in the example above.
However, the state itself is a stochastic process in the setting of MFG, with the empirical measure induced to be a

flow of random measure. To be specific, assume that the state dynamics is given by
dXt = b(t, Xt) dt + O'(t, Xt) th (346)

we are curious about dU (u%t) where X; is a random variable so ,u)]\(’t is a random empirical measure u%t = % Zfil Oxi-
Since the propagation of chaos in MFG ensures the asymptotic independence of each player’s state X!,..., XV we
would like to identify X}, ..., X}V as i.i.d. random variables following the given state dynamics as N — oco. At this

point, apply Ito formula
N 1N _
dU(pX,) = DuU(pX,) dX{ + 5 > Do DuiU(pX,) d (X', X7), (347)
i=1 i,j=1

notice that D .U, D,; D,:U are calculated in the theorem above, plug in those conclusions together with the state

dynamics to get

dU iN X dXx: EN L D2 U V(XN XT) + 6552 Dy [DyU (1] (X7)| d (X7, X7
U(kHX,) N; U(iX,)(X7) t+2;1 73 DU () (X (X)) + 835 Do [DunU ()] (X) | d (X, X7),
(348)

1 N
= % 2 DnU (k) (X7) - blt, X)) dt (349)

N
+ %ZT& ([]\;D?WU(M)Q)(X X))+ ]1VD (DU ()] (X;’)] -ao—T(t,X;')> dt (350)

N
5 S DU )X - olt, X)) W (351)

taking NV — oo, from the propagation of chaos once again, u%t converges to p; = £ (X;) in the setting of MFG,

which is a deterministic flow of measure and the randomness is gone. Meanwhile, the drift term has its limit if there
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is enough regularity that

N
5 D Dl ) (X b1 X) = B, (DU () (X b2, X)) (352)
i=1
= [ DU )(0) - ot 0] ) (352)
1 & 1 . .
30T (FEPAUGE XD 00T (1)) ) =0 (354)

Il
-

K2

DN | =
-MZ

T (Jiva (DU ()] (X7) -UJT(t,Xf)) - %Exwm [Tr (Do [DinlU ()] (X2) - 00" (£, X0))] (355)
1

-
Il

= %/]Rd Tr (Dy (DU (1)) (v) -UUT(t,v)) e (dv) (356)

here the second limit gives zero since there is N? on the denominator (of order larger than N), the type of convergence
is not specified here but an SLLN-type theorem applies.

On the LHS of the equation, as N — oo, dU(pY,) converges to dU (p¢). Since dU(p) shall be deterministic,
heuristically the local-MG part in Ito formula above does not contribute. As a result, we get the Ito-Krylov’s formula

for a flow of measure.

Theorem 9 (Ito-Krylov’s Formula for a Flow of Measure). Under certain regularity conditions, if U : 2 (R%) — R

and Xy has dynamics in R?
dXt = b(t7Xt) dt+0(t7Xt) th (357)

denote py = £ (X4) as a deterministic flow of measure, then
W) = | [ 1Da0G)0) bt 0 palao) + 5 [ (0, 0,0 0) 007 (00) )| @t (358)
R4 Rd

Remark. The normal Ito formula enables us to quantify the change in f(X;) w.r.t. timet where {X;} is a stochastic
process. Ito-Krylov’s formula for a flow of measure, on the other hand, enables us to quantify the change in the value
of U(pt) w.r.t. time t. Luckily, due to the propagation of chaos in MFG, randomness in the empirical measure goes

away as N — oo so the flow of measure is deterministic asymptotically.
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Feynman-Kac Correspondence of Master Field

The previously mentioned analytic approach of MFG is based on HIJBE for optimality, coupled with Fokker-
Planck equation for consistency. On the optimality side, on fixing the flow of measure {y;}, we put up value function
and HJBE describes how the value function evolve. On the consistency side, plugging in the optimal control & solved
out from HIBE, we derive the state dynamics X!" and require p; = % (X}') to hold.

As mentioned beforehand, the motivation of master equation is mainly to find another characterization for this
two-point boundary value problem by putting up a value function that also has a measure as one of its components.
Since Feynman-Kac formula tells us the connection between SDE and PDE through a value function construction,
by constructing the master field U(t, X;, u1) as a new value function, we expect to see a PDE w.r.t. U which we call
the master equation.

For a finite-horizon MFG, assume that we already have the NE strategy & plugged into the state dynamics, each

representative player shall see the state dynamics
dX, = b(t, Xy, pe) dt + o(t, Xy, py) AWy (359)
without control o but with flow of measure {p;}. Here we assume that p; = 2 (Y;) comes from
dY; =b'(t,Yy) dt + o' (t,Y;) dW, (360)

i.e. the flow of measure {1} is generated by another diffusion with different coefficients o', o’. Through Feynman-Kac

correspondence, the master field (value function) shall be naturally defined as
def T
U(taxam) =E / f(S,Xs,/.ts) ds—‘_g(XT’:uT) Xe=a, e =m|, (l‘ERd,mE ‘@(Rd)) (361)
t

where f is the running cost and g is the terminal cost.

Similar to the derivation of Kolmogorov’s backward equation, apply the tower property for Vh > 0

t+h
U(ta Xtmu’t) =E U(t + h7Xt+huu‘t+h) + / f(sa stlus) ds
t

X, m] (362)

and then the Ito formula, notice that when it comes to the measure component, the Ito-Krylov’s formula for a flow
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of measure applies

U(ta Xtv/*Lt) = U(t;XtvﬁLt) (363)

+E

t+h
1
/ (&U(S,Xs,us) ds + 0, U (s, Xs, ps) dXs + gamU(s,Xs7us)d<X7X>s +f(s7XS,us)> ds’th (364)
t

t+h
[ |V X)) Vsl 4 5 [ T (D) DT, ) 0)) 0) -0/ 510) )] s
(365)

the term on the second row on the RHS corresponds to the contribution of the change in ¢, X; (from Ito formula)
and the term on the third row on the RHS corresponds to the contribution of the change in measure component i,
(from Tto-Krylov’s formula). Be careful that here p; = £ (Y;) so the coefficients are o', ¢’ in the third row on the
RHS.

It’s obvious that the second row on the RHS has a representation in terms of the infinitesimal generator L. After
a standard procedure plugging in the dynamics of X}, taking expectation on both sides to get rid of the local-MG
term, divide by h and set h — 0, the equation implies the backward PDE

o U(t,x,m) + LU (t,x,m) + LU (t,z,m) + f(t,z,m) =0 (366)
U(T,z,m) = g(x,m)
where the operator L is defined to match the contribution of the measure component from Ito-Krylov’s

formula, i.e.

Ut 2,m) " /]R d[DmU(t,x)(m)(v)-b’(t,v)}m(dv)—&—% /R T (D, DU (1, 2)(m)] (0) ' () (1,0)) (o)

(367)

where b', 0’ are the drift and diffusion coefficients of the dynamics whose law is the flow of measure. That’s all for

the Feynman-Kac correspondence of the master field.

Remark. In the correspondence above, L is defined through the dynamics of X, while L is defined through the
dynamics of Y;. Since we are not yet entering the setting of MFG, L and L has no connection at this moment.

To clarify the notation once more, in the definition of L, the term D,U(t,x)(m)(v) means that when t,x
are fized, U can be seen as a function on the space of measures so its intrinsic deriative DU (t,x)(m,v) can be
calculated. Evaluate it at measure m, it becomes a function on R% so one can integrate it w.r.t. a measure on R%.
Similarly, Dy, [Dp,U (¢, x)(m)] (v) means to firt,x, calculate intrinsic derivative D, U (t, x)(m,v), evaluate at measure

m, differentiate w.r.t. v and evaluate at v.
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MFG and Master Equation

When it comes to MFG, where the state dynamics of the representative player is controlled, given by
dXt = b(t,Xt,/,Lt,Olt) dt-’-O’(t,Xt,‘LLt,Oét) th (368)

together with running cost f and terminal cost g, obviously the first step is to calculate NE strategy & through
HJBE. Set up the McKean-Vlasov Hamiltonian matching the term in HJBE

1
H(t, 2,1, 09,2) = bt 2, 1,0) -y + 5 Te(o0 " (42, p, ) - 2) + f(t, 2, p, ) (369)
the NE strategy (¢, z, i, y, z) is given by
alt,x, p,y, z) = argmax H (¢, z, p, o, y, 2) (370)
[0

plug back & into the state dynamics and the running cost, so the game is no longer controlled and we return to
the setting where the state dynamics has its coefficients only depending on ¢, z, u, the same as what we have in the
Feynman-Kac correspondence above.

Keep in mind the correspondence of HJBE that y stands for the state derivative of value function and z for the
second-order state derivative of value function. Since the master field is constructed in the similar way to the value
function, we expect y to stand for d,U and z to stand for 0,,U in the current context.

Noticing the fact that MFG is a fixed point problem, we expect to see p; = £ (X;) at equilibrium, i.e. a
McKean-Vlasov state dynamics, which means that L and L shall both be built upon the same dynamics in
MFG equilibrium! As a result, the backward PDE given by the Feynman-Kac correspondence shall characterize
the MFG equilibrium. The following theorem formalizes the argument above and provides the master equation as a

characterization of MFG equilibrium.

Theorem 10 (Master Equation as a Characterization of MFG Equilibrium). For a given MFG under some regularity

condition, put up McKean-Vlasov Hamiltonian
H(t,x,p, o, y,2) =b(t, z, p,a) -y + %TT(UUT(t,x,u, ) z)+ f(t, o, p, ) (371)
derive the NE strategy
a(t,x, pw,y, 2) = arg max H(t,z,p, oy, 2) (372)
plug back into the state dynamics and the running cost to get an uncontrolled game with dynamics

dXt = b(tu Xt7 /J't7 d(t7 Xtv Mt a:L’U(ty Xt7 Mt)7 a:r:vU(ta Xta ;u't))) dt + J(t7 Xt7 Mt7 OA‘(ta Xt7 /th7 aa:U(ta Xt7 /J't)7 meU(ty Xtv Mt))) th
(373)
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and running cost
f(t7 Xta Mt d(ty Xt; Mt azU(tv Xta /’Lt)v aCDIU(t7 Xt? lut))) (374)
based on which operators L, L are calculated. The master equation is given by

OU(t,x,m)+ LU (t,x,m) + LU (t,x,m) + f(t,z,m) =0

(375)
U(T,z,m)=g(z,m)

where the f is the master equation is the running cost with & plugged in. The solution U(t,x,m) gives the MFG
equilibrium iy = U(t, X, L (X4)).

Remark. One of the reqularity condition required is that the game has unique MFG equilibrium starting
from any (t,m) pair (at any time t and at any population measure m). This condition can be implied by the
Lasry-Lions monotonicity condition mentioned in the previous chapters.

In the last section we mentioned that generally L and L are constructed based on different dynamics. It’s because

of the fized point problem structure of MFG that L and L matches at equilibrium.
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Example: Linear Quadratic Flocking Model

Let’s calculate one example to show that master equation recovers the same MFG equilibrium derived above

through the probabilistic approach. The representative player has state dynamics
dXt = Oy dt + O'th

in three-dimensional space, i.e. d = 3, and cost functional

T
J(Oé) :E/ f<t7Xt7Mt7at)dt
0
with no terminal cost, the running cost is

K _
f(t7$7/~l“?a) = 7|‘T _/J’l2 + *|O[‘2

where 7 denotes the mean of measure p.

Set up the McKean-Vlasov Hamiltonian,

302 K2 1
H(t7xaﬂaa7y7z) :ay+7+ ?|x—ﬁ|2+§|a|2

minimize w.r.t. o
a(t,x, 1y, 2) = =y
plug back &(t, Xy, pe, 0:U, 0. U) to get the uncontrolled state dynamics
dXy = =0, U(t, Xy, uy) dt + o dWy

and the uncontrolled running cost

2
1
ft,z,m) = %p; —mp + 310,U (.2, m) "

The operators L, L are given by
o2
LU = —|0,U* + AU

IU = — /R DUt ) (m) (v) - 2:U (0, m) m(dv) + "; /R LT (Do [DU(E,z)(m)] (v)) m(dv)
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write down the master equation

2, O° K T 2
U — 0, U|* + 7AU + ?|x —m|* + 5\81U| (385)
2
— / [DnU(t, 2)(m)(v) - 0, U (t, v, m)] m(dv) + % Tr (D, [DU(t,2)(m)] (v)) m(dv) =0 (386)
Rd Rd
with terminal condition U (T, z,m) = 0.

Put up ansatz
U(t,z,m) = F(t,xz,m) (387)

based on the fact that in LLQ game the measure makes a difference only through its mean. At this point, intrinsic
derivatives of U can be calculated

D, U(t, z)(m,v) = D, [W(m,v)} =D, [BmF (Sm(m,v)] (t,z,m) = D, [0 F - v] (t,x,m) = OmF (¢, z, M)

om om

(388)

where we use the chain rule of linear functional derivative and the well-known fact that U(m) = 71 has % (m,v) =v.
Since D,,U(t,x)(m) does not contain v, the last term D,[D,,U(t,x)(m)] in the master equation is zero. Now the

equation becomes

1 2 2
OF — L0+ TAF + e —mf? - / O F(t, 2,77) - D F(t, v,77)] m(dv) = 0 (389)
Rd

with terminal condition F(T,z,m) = 0.
Put up another ansatz according to the fact that in L(Q game the value function is quadratic and has mean-

reversion term included
_ 1 9
F(t,z,m) = ift|x—m| + g (390)

where f, g are deterministic. Now that

O F = %ft\x —m*+ g (391)
0. F = fi(x —m) (392)
AF = 3f, (393)
OmF = fi(m — z) (394)
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plug into the master equation, the integral on R? vanishes and we are left with

L —12 Lo o O K —12
Slle =m" + g — S file —m"+ -3fi + -l —m|" =0 (395)
2 2 2 2
set coefficients equal to zero respectively to get the Ricatti equation
1 124 s g
2/t 2J¢ 2
=0
=9, (396)
g+ 25-f=0
gr =0
SO
eQm(T—t) -1
ft = ﬁngN(Tft) I 1 (397)
solves out the the optimal control
qp = -0, U(t, X, L (Xy)) = —fi( Xy — L (Xy)) = —fi( Xy — EXy) (398)

which is the same MFG equilibrium as what we have solved from the probabilistic approach.
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Mean Field Control (MFC) Problems

In this section, we introduce the setting and the way to solve men field control problems. Different from mean
field games where the population measure is assumed to be not immediately affected by the strategy, mean field
control has the population measure to be a function of the strategy. This leads to a completely different setting from
mean field game since it’s no longer a fixed point problem. However, it turns out that this setting can be interpreted
as a cooperative game, working as a supplementary part of mean field game.

The introduction starts with going back to the calculus of variation on the space of measures, which is an
essential technical tool. Different from the linear functional derivative approach introduced above, we set up the
framework from the perspective of L-derivatives, which is introduced in Carmona and Delarue’s book for mean field

game.

L-derivative

The idea of L-derivative is simple. It’s hard to perturb a probability measure, but there exists a random variable
whose law is the probability measure. Therefore, one can lift the function of measure into a function of a random
variable and perturb the random variable instead. In this sense, we can use the definition of Frechet derivative to
calculate the derivative w.r.t. a random variable and try to come back to the derivative w.r.t. a measure component.

We start with considering the measure 1 € Z5(R?) to be in the 2-Wasserstein space and a square-integrable
random variable X € L%(R?) is said to correspond to u if Z (X) = p. For any function u : Z5(R%) — R, there
exists a lifting @ : L?(R?) — R such that u(.Z (X)) = @(X). This is the first step turning the variation in probability
measures into the variation in random variables.

We say u is L-differentiable at 1o = .2 (Xj) iff @ is Frechet differentiable at X, and denote the Frechet derivative
as Di(Xy). Clearly by the definition of Frechet derivative, Dii(Xy) : L?(R%) — R maps a random variable to a real
number, which indicates that Da(Xo) € [L?(R?)]* = L?(R?). As a result, we denote Da(Xo) = Y € L2(R9) such
that it maps any random variable Z € L?(R%) to the action of Y onto Z, i.e., (Y, Z) = E(Y - Z). At this point, we
need to check that this definition of L-derivative is intrinsic, meaning that the law of Du(Xy), as a random variable
in L2(R%), does not depend on the choice of the random variable X such that .# (X,) = uo. This technical proof
is presented in the book and we do not provide details here.

After checking that the L-derivative is well-defined, we would like to simplify the structure of Du(Xg) by noticing
that Di(X) € o(X), VX € L*(RY). This implies the existence of £, : R? — R? such that Di(X) = £,(X) a.s., VX €
L*(R%), given p such that u = .Z (X). We refer the readers to the book for the proof. It’s worth noting that this
simplifies D from a mapping L*(R?) — L%(R?) to a mapping R? — RY, and that such &, is uniform in X (intrinsic)
and only depends on the selection of .

As a result, it’s natural to set d,u(uo)(Xo) = Du(Xo) = &, (Xo), where py = £ (Xo) and 9 u(po)(Xo) is

the derivative of u w.r.t. measure component p, evaluated at pg, acting on Xy. By considering only the action of
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Ouu(po) instead of the image, the L-derivative is defined as:

duu(po) ‘R — RY (399)
T = g (37) (400)

Remark. Deriving the L-derivative 0, u(po) is typically separated into two steps: (i) write out the lifting @ and
calculate its Frechet derivative Di(Xo), o = £ (Xo). (ii) Find out the action &, : R? — R¢ such that Di(Xo) =
&uo(X0), and write the L-derivative at jig as a deterministic function 0, u(po)(x) = &, (x). For the purpose of clarity,

I recommend always writing down both components ug, x to avoid mistakes in calculations.

The Frechet derivative Da(Xg) € L?(R?) provides the first-order expansion at g = % (Xo) that
u(p) = u(po) + E[Du(Xo) - (X = Xo)] + o([| X — Xol]). (401)
Writing in the notation of the L-derivative, the first order expansion at pg = £ (Xy) provides
u(p) = ulpo) + E[d,u(Z (X0))(Xo) - (X = Xo)] + o([|X = Xol))- (402)

Example: Calculation of L-Derivative
Let’s check some important examples for the calculation of the L-derivative. Those examples shall give exactly
the same answer as calculated through the linear functional derivative approach, but in a more intuitive and natural
way.
Consider u(p) = [ h(z)dp(z) = (h, ) with its lifting a(X) = Eh(X), £ (X) = p.
WX +eU) —a(X) =E[h(X +eU) — h(X)] =EW (X)eU + o(e||U])). (403)
Matching this equation with the first-order expansion provides Da(u)(X) = h'(X), so
Opu(p)(x) = ' (x). (404)

Remark. Counterintuitively, u can be written as the action of h on p but the L-derivative is mot h but h'!

Another example: for even function h, u(p) = (hx*p,p) = [ [h(z — y)du(y) dp(z) with its lifting a(X) =
JER(z — X) du(z), £ (X) = p. To stress the dependence of 1 on X, we denote = Px.

A(X +2U) — i(X) = / Eh(z — X — eU) Py s.0(2) — / Eh(z — X) dPx () (405)

. / E[h(z — X — eU) — h(z — X)] dPx o0 () + / Eh(z — X) d(Pxyor — Px)(z).  (406)
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The first integral has first-order term
e / B (2 — X)U dPx (x), (407)
while the second integral needs an application of Fubini
/ Eh(z — X) dPx se0 (z) = / / h(z — y) dPx yo0 (z) dPx (1) = / EA(X + U — a) dPx () (408)

so the second integral is

/Eh(X—f—EU—x) dPx (z) — /Eh(m - X)dPx(z) = /]Eh(X+£U—x) dPx (z) — /Eh(X —z)dPx(z) (409)

~ /]Eh’(X —x)eU dPx (z), (410)
providing the first-order terms. Adding up to see that @(X + eU) — a(X) has first-order terms
E/h'(X —2)eU dPx(x) — E/h’(x — X)eUdPx(x) =E [Q/h'(X —z)dPx (z) ~{—:U} , (411)
since 1/ is an odd function. As a result, Da(X) =2 [ h/(X — z) dPx(z), and
Opu(p) () = 2(0" * p) (). (412)

Another example: u(p) = [v(x, p) dp(x) with its lifting a(X) = Ex,0(X,p), £ (X) = p.

WX +eU) —i(X) = Exp[v(X + U, £ (X +eU)) — v(X,.Z (X))] (413)
= Exop[0(X +eU, £ (X +eU)) — v(X, Z (X +eU))] (414)
4 Exu[v(X, 2 (X +eU)) — (X, .2 (X))]. (415)

The first expectation has first-order terms Ex~.,[0,v(X, 1) - eU]. The second expectation requires more work. Since

there is a variation in the measure component, we apply the first-order characterization of d,v(z, 1) to get
v(z, Z (X +eU)) = v(z, £ (X)) + Expu[duv(z, £ (X))(X) - U] + o(e||U]]). (416)

Since the equation holds for Vo € R?, it also holds if we change the variable z to a random variable X. Taking

expectation on both sides gives

Eju(X, 2 (X + eU)) — (X, Z (X))] & By o p v Ex o [0,0(X, £ (X))(Y) - U] (417)
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At this point, it is clear that @(X + eU) — a(X) has first-order terms
Expo |050(X, 1) - U + / d,0(a, £ (X))(X) du(a') - U | (418)
As a result, Du(X) = 9,v(X, p) + [ 9pv(a’, n)(X) du(z"). We have shown that

0,u(p)(w) = Duv(op) + [ ol ) (o) d(a'). (419)

As an extension, we set v(z,p) = [g(x,2")dp(z’) such that w(p) = [ [g(z,2")dp(z") dp(z) = (g, p X p).
Obviously,

0.0l ) = [ Ougl ') du(a). (120)
The L-derivative of v w.r.t. p can be easily calculated using previous conclusions by viewing z as fixed:
Ouv(@, w)(y) = O g(z,y). (421)
Combining both facts yields
Ipu(p) /C%g z,y) du(y /5z '9(y, ) du(y). (422)
This expression intuitively makes sense since it’s symmetric in the two variables of g.

Example: L-Derivative of the Shannon Entropy

The shannon entropy for a probability measure p (whose density function is assumed to exist) is defined as
H(p) := E[-log px (X)), (423)

where Z (X) = p and px denotes the density function of X, whose distribution is p. Rewrite the Shannon entropy:

Hp) = - / log px () dpu() = / o, ) dpu(z), (124)

where v(z, ;1) := —log px (x) and the dependence of v on p is through px. From previous conclusions, 9, H (u)(z) =
Opv(z, ) + [Ov(a’, p)(z) du(z") and dyv(x, p) = =V, logpx (x), so it suffices to calculate d,v(z, ). Let’s try to

calculate this L-derivative again through the Gateaux derivative on fixing x.

_ e Pxreu(@) [ px(peu(z —y)dy
v(z, 2 (X +el)) —v(z,Z (X)) = -1 e ) log (@) : (425)
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by assuming that U is independent of X. To facilitate calculations, we further assume U ~ U(—1,1) WLOG so that
eU ~ U(—¢,¢), implying p.y(z —y) = 2—1511(_5,5)(;5 —y). Since we only care about first-order terms, we apply Taylor
expansion for px (y) at y = = to get px(y) = px (x) + ply () (y — ) + 2L
second-order for a specific reason). Combining all those approximations yields

y — x)? (we maintain terms up to the

/ px(Y)pev(z —y) dy ~ % <2€px($) + ;p’)’((z)f:g) - (426)
As a result,
—u(x ——1o P (z) 2) o P (2) &2
v(z, L (X +eU)) (z, Z (X)) log (1 + 6o (2) ) 6o (2)° (427)

If we try to match it with E[Do(X) - U], we see Do(X) = 0 since the difference above contains a quadratic term in

€. As a result, it might seems a little bit counter-intuitive but we get
Opv(z, 1) =0. (428)
Plugging back to the equation, we see that
OuH (p)(z) = =V logpx(z), £ (X) = p. (429)

Remark. We remark that the derivative w.r.t. the measure can also be calculated through the linear functional

deriwative. Consider the perturbation in px introduced in terms of another density q, the difference is

- /(px(l’) +eq(x)) log(px (z) + eq(x)) dw + /Px(x) log px (z) d (430)
q(x)
~ —¢ [ q(z)logpx(z)dx —€ [ px(x) dz + o(e), (431)
px(x)
since log 2 (Z}):(r;)q(z) = apz((z) provides the first-order terms. Writing the difference as <%(u),sq> results in
0H
O (1)) = ~logpx () — 1. (132
Px

Notice that taking a deriwative w.r.t. = yields the intrinsic derivative 0, H (p)(z) = 0y (5—H(u)> () = =V, logpx(x),

which aligns with the L-derivative derived above.
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Linear Functional Derivative and L-Derivative

In previous context, the intrinsic derivative is defined as the derivative w.r.t. z of the linear functional derivative

g—:j(u)(x). However, L-derivative is by itself intrinsic, so we expect that the definitions provided by two different ways

are actually the same, which is also implied in the remark above. By the definition of linear functional derivative,
WX +el)—u(X) =u(Z (X +elU)) —ulZ (X)) (433)

/ / 1E)(2) AL (X +U) — £ (X)](x) dt, (434)

where uf :=t.% (X +eU) + (1 —t)Z (X) provides a flow of interpolated probability measures. To connect with the

representation in terms of D, we wish to write this difference as E[Da(X) - eU]. Hence:

/ / 1) (@) dILL (X +eU) — 2 (X))(x) dt (435)

)
:/o Ex,u Bu( (X +el) - — Mt } dt (436)
} dt (437)

=EX,U/01 [§“< ><X+eU>—f 1)

~Exu ( /O 1 Kang(ufo (X)} dt 5U> (e - 0). (438)

This provides an interesting relationship:

Da(X) = lim 01 Ka%im@) (X)} dt, (439)

e—0

which implies that Da(X) = 0, [%(.ﬁf (X))] (X). As a result,

D) (@) = 0, [‘5“

20 @ (440

This proves that the L-derivative is the space derivative of the linear functional derivative! At this point, we finally
understand why it’s necessary to define the intrinsic derivative by differentiating w.r.t. x once more when introducing
the linear functional derivative approach.

At this point, all the conclusions we established through the linear functional derivative approach still holds,
including the Ito-Krylov’s formula for a flow of measure and the Feynman-Kac correspondence for the master field.

We refer the readers to the previous context for the details.

Remark. The Lasry-Lions condition ensures the uniqueness of the equilibrium of a MFG. From the perspective of
measure derivative, it actually means that the cost functionals f,g are L-convex in the measure component i, and
convexity always has a close connection with the uniqueness of the minimizer. Similarly, the propagation of chaos in

the McKean-Vlasov SDE can be explained using Ito-Krylov’s formula as an application (chapter 5.7).
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MFC Problem Setup

Consider a finite player game with NV players and the interactions being mean field interactions. The state

dynamics of player ¢ is given by:
d‘)(tZ = b(tv XZa ﬁ%t ’ Olzlf) dt + G(tv thv ﬁ%t ) o‘wlf) dWZ: (441)

where ﬂ%t denotes the empirical measure. Each player uses a public feedback function ¢ : [0, 7] x R? — R acting on

the private states, such that of = ¢(t, X}). Each player aims to minimize the expected cost:

T
Ji(¢):=E l/o ft, XL EY, of) dt + g(X;,ﬁ)f}’T) , (442)

for some public running cost f and terminal cost g.

Similar to MFG, in MFC, we require a large number of identical players to conduct the mean field approximation
to turn the problem into a game only for the representative player (single-agent). However, different from MFG where
we first fix a flow of measure to solve the equilibrium strategy, in the setting of MFC, we first take a limit in the sense
of the mean field regime. A propagation of chaos statement ensures that the empirical measure (random measure)
has the weak limit as a deterministic measure as N — oco. As a result, the state dynamics, in the mean field regime,
is a controlled McKean-Vlasov SDE,

dXt = b(t,Xt,g (Xt) ,Oét) dt + O'(t,Xt,.,iﬂ (Xt) ,Oét) th, Qp = ¢(t,Xt) (443)

The representative player aims to minimize the expected cost in the mean field regime:
T
IO = | [ 10X 2 (X0 )+ (X, £ (X)) (444)
0

MFG is a fixed point problem, it assumes that the population measure does not immediately change as each player
changes her strategy, which resembles the competitive game (one first makes a decision then observe the change of the
population since everybody competes with each other). On the other hand, MFC is an optimization problem, since
the population measure is always exactly equal to the marginal law . (X;). This means that the population measure
changes immediately as the players’ strategies change, which resembles the situation of a cooperative game (players
work towards a same goal, if the strategy changes, everybody immediately knows how the population measure is
going to change). Tt turns out that those two schemes generally give totally different equilibrium as an approximation
to that of the finite player game with mean field interaction.

Nevertheless, it does not necessarily mean that MFG and MFC are completely different topics. In the proba-
bilistic approach solving MFG introduced in previous context, we see how to solve a MFG by transforming it into a
McKean-Vlasov FBSDE, which has close connections with MFC problems.
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The Probabilistic Approach

Due to the McKean-Vlasov nature, we decide to view the measure .Z (X;) also as one component of the state
variable, i.e., formulating the state of the system at time ¢ as (X, (X;)). Adopting the idea of L-derivative lifting

a function in measures to a function in random variables, the modification of the Hamiltonian naturally follows:
H(t,x,f(,y,z,a) =b(t,x,u, ) y+olt,z, pa)-z+ ftz,pa), p=2(X), (445)

replacing the u in H, the normal Hamiltonian for MFG with the lifting provided by X, an independent copy of X
on a cloned probability space (Q, F , ]f”) The MFC Hamiltonian 7 is defined as:

‘%ﬂ(taXaKZaﬂ) = EH(thvXaxzaﬂ)v (446)

where X,Y, Z, X, 8 are random variables instead of the corresponding deterministic variables and the expectation is
taken w.r.t. XY, Z B. In Pontryagin maximum principle, we need the differential of 7 w.r.t. X. Notice that the
variation in X results in the change of # in two ways: (i) through the variation in X component and the expectation;
(ii) through the variation in p = % (X) component. Simple calculations using the first-order characterization of the

L-derivative show that

H(t, X +eUY,Z,p)—H#(t,X,Y,Z,5) (
=E[H(t,X+eU, % (X+eU),Y,Z,8) - H(t,X, % (X),Y,Z, B)] (448
~E|0,H(t,X,Z(X),Y,Z,pB) U] (
+E[H(t, X, Z(X+eU),Y,Z,8)—H(t, X, 2 (X),Y,Z, 5), (

the second expectation term containing the variation in the measure component seems hard to deal with. However,

notice that

E[H(t, X, 2 (X +U).Y, 2,8) — H(t, X, % (X),Y, Z, )] (451)
—EYZB[/HtIX(X-FEU) Y, Z,8) du(x /Hta:g ), Y, Z, B)du(z)|, p=2=(X) (452)
~ ]Eyyz,g |:/EX,U (8”H(t,x,.$(X) ,Y—, Z7 ﬁ)(X) . EU) d,u(x)} (453)
=B [Bxu (0.H(t, X,2(X),V, 2, 5)(X) V)] (454)
=Exu [E(0,H(t X, 2 (X),V, 2, 5)(X)) U] (455)

To clarify, we have used Fubini’s theorem and the fact that H(¢t,z, £ (X +eU),Y, Z,8) — H(t,z, % (X),Y,Z, ) ~
Exu[0,H(t,z, % (X),Y,Z,B)(X) - U] in the first-order sense. Here Y, Z, 3 are all random variables on the cloned
probability space (Q,j ,IFD), they are independent of their original versions but have exactly the same law. The
notation E denotes the expectation on the probability space (2, #,P), while E denotes the expectation on the cloned
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probability space (Q7 Z, ]P’) To sum up, we have derived the first-order approximation

HtX +eU,Y, Z,8) — #,X,Y, Z, ) (456)
~E [(axH(t, X, 2(X),Y,Z,8) +E (B#H(t, X, 2 (X),Y,2, B)(X))) : 5U] . (457)

This provides the state derivative of the MFC Hamiltonian we will be using in the adjoint equation:
Dx#(t,X,Y,Z,8) =0, H(t,X, % (X),Y,Z,5) +E (6“H(t, X, 2(X),Y,Z, B)(X)) : (458)

At this point, we define the adjoint processes and the adjoint equations, as a preparation for the pontryagin
principle for MFC problems. The couple (Y, Z) is called the adjoint process of X if they satisfy the MKV-BSDE

(adjoint equations):

aY, = = [0 H(t X0, 2 (X0) Vi, Zuy00) + B (0, H(L X, & (X0) Vi, Z,G0)(X0)) | db+ Zo W,

K - (459)
Vi = 0,9(Xr, £ (X1)) + E (0,9(Xr, 2 (Xr))(Xr))

Remark. As expected, the adjoint BSDE is very similar to the normal one in the stochastic control problems.
Differently, E terms are added both to the BSDE and to the terminal condition. This is completely due to the
McKean-Viasov nature of the MFC problems. In MFG, the flow of measure is fived so the L-derivatives are neglected,

whereas in MFC, the variation in the measure needs to be taken into consideration.

At this point, we provide the Pontryagin maximum principle for solving MFC problems without a proof. The
proof uses the convexity of the Hamiltonian and the cost functionals, which is similar to the Pontryagin principle for

stochastic control problems.

Theorem 11. Let & be the minimizer
at,z,p,y, 2) = arg inf H(t, 2, p,y, 2, ). (460)
Let (X,Y, Z) be the solution to the following MKV-FBSDE:

AX: = b(t, Xe, L (X0) 6t Xos L (X0) , Ya, Z0)) dt + o(t, Xo, Z (X2) , a(t, Xo, (X)) Ve, Z)) AW,
dY, = —0,H(t, X0, L (X)), Ys, Ze, a(t, Xy, L (X)) Ya, Z4)) dt

E (8MH(t,)~(t,$(Xt) ,ﬁ,Zt,d(t,f(t,f(Xt),fft,Zt))(Xt)) dt + Z, dW,
Yr= 0ug(Xr, 2 (Xr)+E (9,9(Xr. £ (Xr))(Xr))

(461)

Then under the condition that g is convex in (x,u) and H is convez in (x, p, ), the equilibrium strategy is given by
&(ta Xt7 Z (Xt) 7}/157 Zf)
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Example: Ayagari’s Growth Model

Let’s come back to the Ayagari’s growth model, solving it as a MFC problem instead of a MFG.
We skip the interpretation of the model and directly formulate the game. Viewed as a finite player game, the

state dynamics is given by

dZi = (1= Z¥) dt + o dW}
dAL = [(1 —)K§Z] + (aKP = 6) AL —cildt (462)
EZ) =1

where K; = % Zfil A% and ¢! is the strategy process. The player tries to minimize the negative expected utility

T
J(c) = —E /0 U(ch)dt+ AL | . (463)

Firstly, let’s conduct mean field approximation to turn this game into a MFC problem only for the representative

player:

dZt = (]. - Zt) dt + O'th
— —a—1
dAs =1 - )2 (A) Zi + (aZ (A) = 06)Ar —c]dt - (464)
EZ,=1
Notice that we are not keeping the population measure through the notation p, since we never fix the flow of measure

in MFC problem. The state dynamics of the MFC problem is given by a controlled McKean-Vlasov SDE. The player

tries to minimize:

T
J(c)=—-E / U(ey)dt + Ap (465)
0
Firstly, write the state dynamics in the vector form
dZ 1-Z
f = . R dt+ |7| aws. (466)
dAt (]. — Ol)g (At) Zt + (Oég (At) — (S)At — Ct
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The coefficients have the form

1—-2
b(t, (2, a),p,c) = : 467
(t, (2.0), ;) Ll—a>mz+<aw-l—5>a—c (467)
o
U(tv (Z7 a)’ My C) = [0 ) (468)
f(t, (z,a), p,c) = =Ule), (469)
9((2,a), p) = —a. (470)
Calculate the reduced Hamiltonian (diffusion coefficient is constant):
H(ta (Za a)?ﬂa (yzaya)7 C) = yz(l - Z) + ya[(l - O‘)ﬁaz + (aﬁa_l - (5)& - C] - U(C)’ (471)
take derivative w.r.t. ¢ to get the equilibrium strategy
R _1
C(t, (Z7 (1), My (yzv ya)) = (_ya) 7. (472)
calculate the coefficient of the adjoint BSDE
0.H = —y. +yo(1 —a)n®, 9.H = yo(ap*~ " —9), (473)
0.9=0, 0Oqg=-1, 0,9=0. (474)
Keep in mind that for the MFC case we need to also calculate the L-derivative of the Hamiltonian:
0 H (p)(2') = ya(l — a)zai* ™ + aay, (o — 1)E* 2, (475)

since 0,1t = 1. Write down the MKV-FBSDE:

dZy = (1 — Zy) dt + o dW;

dA; = [(1 — ) (BEA)*Z, + [a(BA,)* 1 — 5] Ay — (—Y,4) 7] dt

EZy =1

A,y = —Yo [a(EA) ! — 6] dt — a(l — a)(EA)* 'E(YasZs) dt — oo — 1)(EA)* 2 E(AYo ) dt + Zo i AW,
Yor =-1

(476)

We don’t present the BSDE w.r.t. Y, ; since it does not appear in the equilibrium strategy.

87



MFG notes written by Haosheng Zhou CONTENTS

Remark. As a comparison, we provide the MKV-FBSDE in the probabilistic approach solving for MFG equilibrium:

dA; = [(1 — a)(EA)*Z; + (a(EA,)* = 8) A, — (*Ya,t)_%] gt
QYo = ~Yau(@(BA)* Y = 8) dt + Zo,0 AW, . (477)
Ya,T =-1

The difference is in the driver of the adjoint BSDE, where the one for MFC has extra terms provided by E terms in

the Pontryagin mazximum principle.

Notice that the solution to the BSDE is deterministic since Z,; does not appear elsewhere, E(A,Y, ;) =
Yo EA, E(Y, 1 Z,) =Y, since EZ;, = 1. This results in the MKV-FBSDE being:

aA; = (1= @) (BA) Z + [0(BA) T = 8] 4, — (=Yo7 dt
Ao = —Yau[(BA) Y = 6] dt + Zo s dW; : (478)
Yor=-1

which is the same as the MKV-FBSDE for MFG!

As a result, Aiyagari’s growth model provides an example where the MFC and the MFG equilibria coincide!
However, we emphasize that this is NOT the general case. As we can see, the MKV-FBSDE systems are actually
different when first written down. It is with the help of the special structure of Y, ; being deterministic (which is not

generally true) that the systems become identical.
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Example: Linear-Quadratic MFG
Now we calculate the MFC equilibrium. On finite time horizon [0, T], the state dynamics:
dX; = apdt + o dWy, (479)
the running cost and terminal cost:
Fla, a,p) = 1, 2 2 —2 _ a2 4
o) = 50 er(a - )+’ + oot gla ) = eale ) (430)
Consider the reduced Hamiltonian:
L, 2 2 —2
H(t,x,u,y,z,a):ay+§oz +e1(x —)° + cox” + cam”. (481)
Simple calculations show the equilibrium strategy as a function in {pu;}:
at,z, p,y, z) = —y. (482)
Compute the coefficients in the adjoint BSDE:
O H =2¢c1(x — ) + 2cox, 039 = 2¢cq4(x — Ti). (483)
Write down the FBSDE for a given flow of measure {y}:
dXy ==Y, dt + o dW,
dY; = —[2c1 (Xt — 1) + 2o Xy) dt + Z; AW, (484)
YT = 204(XT — ET)
The consistency condition requires p; = - (X;), which results in the MKV-FBSDE:
dX:; ==Y dt + o dW;
dY; = —[2¢1(X; — EXy) + 20 Xy] dt + Z; AW, (485)

YT = 204(XT — EXT)
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Example: Linear-Quadratic MFC

On finite time horizon [0, T}, the state dynamics:
dX, = ay dt + o dW,, EXg =0, (486)
the running cost and terminal cost:
L o 2 2 —2 —\2
fla,a,p) = 5 +a(r —R)" + e’ +ep, gz, p) = clz —R)" (487)

We first solve it as a MFG through the probabilistic approach in this section. Fix the flow of measure {y;} and

consider the reduced Hamiltonian:
_ 1, 2 2 2
H(t,z,p,y,z,) = ay + 5% +e(x— 1) + cax” + esp”. (488)

Simple calculations show the equilibrium strategy as a function in {pu}:

a(t,z, 1,y,2) = —y. (489)

Compute the coefficients in the adjoint BSDE:
0 H =2c1(x — 1) + 2cox, 0y9 = 2¢cq4(x — T0). (490)

In the MFC regime, L-derivatives are needed:
OpH (p)(2) = 261(fi — @) + 2c3f1,  Opg(p)(2') = 2ea(fi — @), (491)

since (0, 1)(p)(2") = 1. Write down the MKV-FBSDE:

dX, = Y, dt + o dW,
dYy = —[2c1(X; — EX;) + 2¢2 X, dt — 2c3EX, dt + Z, dW; (492)
YT = 2C4(XT - EXT)

This is because

E[2¢1(Z (X;) — X;) + 2c3EXy] = 263EX;,  E[2¢4(Z (X7) — X7)] = 0. (493)
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Hence the MKV-FBSDE in the MFC regime:

dX, = —Y,dt + o dW,
in = —[2(61 + CQ)Xt — 2(C1 — Cg)]EXt] dt + Zt th . (494)
YT == 2C4(XT - ]EXT)

Remark. To see the clear difference, the MKV-FBSDE in the MFG regime:

dX, = ~Y,dt + o dW,
dY, = —[2(c1 + e2) X, — 2,EX,| dt + Z, dW, . (495)
YT = 204(XT - EXT)

When cs # 0 (penalty coefficient for large population mean) and EX; # 0, there is a significant difference between
MFG and MFC equilibrium. On the other hand, the values of c1,ca,cq (penalty coefficient for deviation from the

mean and for a large state) does not cause the difference.
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Example: Reinforcement Learning with Mean Field Interaction

We consider a simple RL problem with state space . = {0,1}, action space & = {s :=stay’,m := 'move’}.
Whenever one chooses to stay, state s transits to itself with probability 1 — p and transits to the other state with
probability p << 1. Whenever one chooses to move, state s transits to itself with probability p and transits to the
other state with probability 1 — p. Here p denotes the level of uncertainty contained in the transition kernel and is
assumed to be close to zero. The reward function r(s,u) = es — 1, i.e., at time n one gets reward r(Sy, 1), solely
based on the current state and the limiting distribution of the Markov chain {5, }, where 0 < ¢ << 1. Notice that
here we adopt the asymptotic formulation of mean field interactions, i.e. instead of maintaining a flow of measure,
we maintain a single measure p as the limiting distribution of the state process {S,} ., given the policy 7. This MDP
model is a time-discretized game with discrete state, action spaces, and the mean field interaction only appears in
the reward function but not the transition kernel.

We want to show that in MFG and MFC regimes, the optimal policy are actually the opposite. Let’s first check
the MFG case where the limiting measure p is fixed. In this case, we can ignore the & in the reward function since
it takes the same value regardless of the action we are taking. This problem now becomes a normal MDP, which we

know has a deterministic optimal policy 7, such that

e = argmax E [Z V"T(Sn,p)l . (496)

n=0

When p is small enough and -y is close enough to 1, we have enough reason to believe that the optimal policy is given
by m.(0) = m, m.(1) = s. This is because the reward now solely depends on the state and state 1 results in a higher
reward. (One can calculate the ¢* function using Bellman optimality equation to see why it holds). Such 7, is the
optimal policy on fixing the measure ;. Now we match the limiting distribution of {S,}, and the measure u to
—-p
p l—p
in the limiting distribution w({0}) = p, u({1}) = 1 — p. This concludes the calculation for the MFG equilibrium.
On the other hand, in the case of MFC, the limiting distribution u changes immediately as the policy 7 changes.

meet the consistency condition. Clearly, the Markov chain {S,}, has transition matrix , which results

When ¢ is close enough to zero, —z dominates the reward function, so the player would like to minimize 7 in order
to look for a higher reward. As a result, the optimal policy is given by 7.(0) = s, m(1) = m, which results in the
equilibrium limiting measure p({0}) =1 —p, u({1}) = p.

Clearly, two limiting regimes provide totally opposite answers. The delay in the response of the population
measure w.r.t. the change in the policy causes the equilibrium measure to concentration on state 1 in MFG, even
if a large mean of the measure results in a low reward (c.f. prisoner’s dilemma). The immediate response of the
population measure w.r.t. the change in the policy causes the equilibrium measure to concentration on state 0
in MFC. The players are able to understand the negative effect of a large mean of the measure and successfully
achieves the Pareto optimality. Through this simple example, we can better understand why MFG and MFC stand

for competitive and cooperative games respectively.
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Infinite-horizon MFG and MFC

In the context of infinite time horizon, we restrict ourselves to the special case, in which the coefficients and cost
functionals are time-homogeneous, i.e. b(t,x,u, ) = b(z, u,a), f(t,z,u, ) = f(z,p, ). For a stochastic control
problem under this setting, the control and the value function turn out to be time-homogeneous, i.e., only showing
dependence on the state variable z. In the case of MFG and MFC, however, those restrictions do not suffice to ensure
the time-homogeneity of the equilibrium strategy. The problem lies in the time-dependence of the flow of measure

{p+}, as will be shown in the examples below.

Remark. If one adopts the asymptotic formulation of MFG and MFC, i.e., the coefficients and cost functionals only
depend on a single measure p, which is the limiting distribution of the state process, instead of a flow of measure,

then the equilibrium strateqy turns out to be time-homogeneous.

In the first example, we have the state dynamics:
dX; = aidt + o dWy, (497)
the running cost:
Fl0,m) = 30 +erfa — ), (498)
and one wishes to minimize the expected cost:
J(a) = E [/Oo e~ (X o o ) dt| (499)
0
We solve this problem by first solving the finite-horizon version with a terminal cost added:
9(z, 1) = cale —1)*, (500)
and identifying a new running cost
ht,z,a,pu) = e " f(x, a, p). (501)

In this case, one wishes to minimize the expected cost:

T
J(a):=E l/o h(t, X, a, pe) dt + g( X, pr) | (502)

After solving for the equilibrium strategy, we set ¢4 — 0,7 — oo to approximate the equilibrium strategy of the
infinite-horizon problem. Notice that all dependencies on the measure component ju are through (x — 7)2, hence
MFC and MFG equilibrium coincide.
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Example 1 (MFG). Consider the reduced Hamiltonian:
—rt 1 2 —\2
H(t,l‘,/J,,y,Z,Oé) =ay+te ia +C1($—M) (503)
Simple calculations show the equilibrium strategy as a function in {u.}:
&(taxvu7yvz) = 76Tty' (504)
Compute the coefficients in the adjoint BSDE:
O.H =2cie”™(z — 1), 0.9 =2cs(z—T). (505)
Write down the FBSDE for a given flow of measure {j}:
dXt = —e”Yt dt +o th
det = *20167’” (Xt - ﬁt) dt + Zt th (506)
Yr = 2c4(X7 — i)
The consistency condition requires uy = £ (Xy), which results in the MKV-FBSDE:
dX; = —e"Y, dt + o dW;
d}/t = —2C1€_Tt(Xt — ]EXt) dt + Zt th (507)
YT = 204(XT - EXT)
Taking expectation on both sides provides
EY; =0, EX;=EXj,. (508)
Using affine ansatz Yy = 0y Xy + g yields
 —e"tn? 4+ 2cie” "t =0, =2c
Up U 1 nr 4 (509)
[y — ety — 2c1e”MEXg = 0,  pr = —2c4EX
Setting c4 — 0, T — co gives
N — 77;;7 Mt — :U‘I7 (510)
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where

n — ert(ﬂf)2 + 2Cle_rt =0, 7 =0,

= eniur —2c1e”"EXg =0, fieo = 0.

Solve the ODE with ansatz n; = e~ "¢, to get

—r 4+ r?+8c;

f=—"""
e TV 48
h=¢ Ty
Plug n* into the ODE of u* to yield
* 261]EX0 —rt

___ cakdo
He —r+v/r?+8c;
T + f

As a result, the equilibrium strategy is given by

a(t,x) = —e"(nfe+pp) = —

—r 4+ /12 +8Clx—+—
2

_ 2 °
r 4+ r+\/2r +8c1

(511)
(512)

(513)

(514)

(515)

(516)

Remark. This ezample provides an equilibrium strategy that is time-homogeneous. Although p; changes ast changes,

its mean is constant is time while its variance is time-dependent. However, the mean field interaction is only through

the mean of the measure, which results in the time-homogeneous equilibrium strategy.

As another example, we have the state dynamics:
dX: = (o — ) dt + o dWy,
the running cost:
f(sa) = 50 + (o — P,

and one wishes to minimize the expected cost:

J(a):=E [/OOO e " (X, g, pg) dt| .

We solve this problem by first solving the finite-horizon version with a terminal cost added:

g(x, ,LL) = 64(1' - ﬁ)2a
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and identifying a new running cost
h(t,z,c,p) = e " f(x, o, ). (521)

In this case, one wishes to minimize the expected cost:

J(a):=E l/o h(t, X, o, ) dt —l—g(XT,uT)} . (522)

After solving for the equilibrium strategy, we set ¢4 — 0,7 — oo to approximate the equilibrium strategy of the

infinite-horizon problem.

Example 2 (MFG). Consider the reduced Hamiltonian:

1
H(t, 2,1, %0) = (0 — By + e | S +er(e — )2 (523)

Simple calculations show the equilibrium strategy as a function in {u:}:
a(t, o, pu,y,2) = —ey. (524)
Compute the coefficients in the adjoint BSDE:
0. H =2cie” " (x —T), 0.9 =2cu(x —T). (525)
Write down the FBSDE for a given flow of measure {u}:

dX; = (=g, — e"tY,) dt + o dW,
dY} = —201€_Tt (Xt - ﬂt) dt + Zt th . (526)
Yr = 2c4( X7 — Tig)

The consistency condition requires py = £ (Xy), which results in the MKV-FBSDE:

dX, = (~EX; — €"'Y;) dt + o dW;
d}/t = —QCle_Tt(Xt - EXt) dt + Zt th . (527)
YT = 204(XT — ]EXT)

Taking expectation on both sides provides

EY; =0, EX;=e 'EX,. (528)
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Using affine ansatz Yy = 1 Xy + py yields

e —e™nf +2c1e7" =0, nr =2

(529)
i — e iy — 2cie” e TMEX ) — mie PEX =0, pr = —2c4e " TEX
Setting c4 — 0, T — oo gives
Ne = Mgy M = g, (530)
where
77: - ert(n;)Z + 2Clei"ﬂt = 07 Moo = 07 (531)
[ —e"tnipy — 2cie” " e T EX — nfe 'EXg =0, oo = 0. (532)
Solve the ODE with ansatz nf = e~ "¢ to get
S -
& = % (533)
— /72 8
0= e—rtw. (534)
Plug n* into the ODE of p* to yield
Qo+ TEREEEORX, gy, (535)
/’l’t = — e .
—r+/12+8c;
r+1+ %
As a result, the equilibrium strategy is given by
_ /73 ] 92 + —r4+r24+8cy EX,
a(t,z) = —e"(nfz +u;) = — Tt ; + Do+ (e _T2+\/% Ot (536)
T B
Remark. This is the general case where the equilibrium strategy is time-inhomogeneous. As a remark,
OuH(p)(2") = 2¢1 (i — =) — v, (537)

so that E (@LH(t,Xt,f(Xt) ,YQ,Zt,d(t,Xt,f(Xt) ,f’t,Zt))(Xt)> = 0 since EY; = 0. This implies that the MFG
and MFC equilibrium still coincide.
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Analytic Approach for MFC

The analytic approach turns the McKean-Vlasov optimal control problem into a normal optimal control problem
where the state variable takes values as measures. In the setting of feedback strategies represented by the feedback

function ¢, denote p; := % (Xt‘b ) Denote p(t,x) as the density of measure p;, the Fokker-Planck equation holds:

Oep(t, ) + divy (b(t, @, e, p(t, x)) - plt, z)) — %Tr(am[craT(t,x,ut, o(t,x)) - u(t,x)]) =0. (538)

The objective is to figure out the optimal ¢ to minimize

E

T T
A f(t7thU'ta¢(t7Xt)) dt+g(XTauT)] = /0 <f(ta'a,u't7¢(t7'))nut> dt + <g(',,uT),,LLT>. (539)

The problem becomes a deterministic optimal control problem if we recognize the Fokker-Planck equation as the
state dynamics with state variables as measures. At the cost of having an infinite-dimensional state space, we can
solve the problem through the deterministic version of the Pontryagin maximum principle.

Firstly, introduce the dual variable u : R? — R of u € Z(R%). Write down the Hamiltonian

%(t7ﬂaua 5) = <ua _dlvw(b(t7 7Maﬁ()) ' H) + %Tr(ﬁwx[UUT(t7 7ﬂaﬁ()) ! H“D> + <f(t7 '7[1“’/6('))? /.L> ) (540)

where (3(+) : R — R stands for the feedback function at a certain time.

Remark. When writing down the Hamiltonian in the Pontryagin maximum principle, one neglects the time structure.
That is the reason we are considering the dual variable of u instead of a flow of measures {y;}. Similarly, 3 : R* — R
can be understood as a proxy variable for ¢(t,-) given time t. However, as we return to the equations later, one needs
to add back the time structure. It is not hard though since the dual variable of a flow of measures shall be a flow of

functions u,(x) = u(t, x).

By integration by parts,

A1, 8) = (bt B - 0, + 3 To0 (0 B OustO ) + (o SO ). (541)
= <K(t,,ﬂvamu()vaxmu()vﬁ())vﬂ> ) (542)

where
K(t,z,p,y,z,a) :=b(t,z,p, ) -y + %Tr[o’ch(t,x,u,oz) 2]+t x, p, ) (543)

is the "normal” HJB Hamiltonian for stochastic control problems. An analogue of the Pontryagin maximum principle
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tells us to first minimize 2 w.r.t. 5. As a result, we calculate the first variation
57 (B)(7) = /5aK(t, , , Opu(x), Opau(), B(x)) - () dp(z). (544)
Clearly, one shall set the d, K term to zero, i.e.,
o*(t,x, 1, y, 2) = igf K(t,z,p,y,2z,¢), OaK(t,x,un,y,z, o (t,x,u,y,2)) =0, (545)
which is the minimizer of the ”"normal” Hamiltonian. We hope that
V(t,x,pw), 0K (t, z, p, Opu(x), Oppu(z), B (t, u,u)) = 0. (546)
This can be guaranteed by setting
Bt pyu) () = a(t, -, p, Opul-), Orau(-)), (547)
as the optimal 8. With such a * plugged into 57,
HO(t, pyu) = iréf H(t, pyu, B) = H(t, w,u, B*(t, p, u)). (548)

If we can solve for v and plug back into o*, we get the MFC equilibrium strategy.
In order to solve for u, we put up the adjoint equation, which requires the state derivative of the Hamiltonian.

As a result, we calculate the first variation at measure p:

A D) = 00t BO) 000+ [ (02005 > () du) (549)
(000" 0 5 - ecur )+ 5T [ (25 o 5000 Dt ) 550
8O0+ [ (S o)) duta). (551)

This implies the following functional derivative
Ot () = W2 B Duue) + [ 5t B(@)(2) - sl o) (552)
¥ %ﬂ[aaT(t, o B Do)+ 5T [ P07 1 50 (2) - Ot ) (559
+ftzn B + [ 300 B@)E) duta) (554)
Notice that = is the variable in the lincar functional derivative %7 (¢, 1, u, 5), which is essentially a function. At this
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point, we write down the adjoint equation and recover the time structure with dual variable u;(x) := wu(¢, z) that

0 "
atu(t,ﬂf) = - 5/14 (t,,Ut,Ut,ﬁ (tautaut))(x)' (555)
The terminal condition of the adjoint equation is

T, w) = L 11 0) = g, por) + [ 2y o) o) (556)

At this point, the PDE for u and the PDE for i together characterizes the solution of the MFC problem. We rewrite
those two PDEs and merge them:

0 = Buu(t, @) + K (t, 2, o, Duult, @), Duwtlt, @), B* (1 ey ) (@) + [ S [t 2, e, Ouult, 2), Duta(t, 2), B (E e, ) (2) (&) - alt, =) 2
u(T,x) = g(z, pr) + [ 52y, pr) (@) - (T, y) dy
0= Oypu(t, x) + divg (b(t, z, puy, B*(t, pe, ue) () - p(t, 2)) — 3Tr(Dpaloo™ (¢, 2, puy, B (E, pt, ue) () - pult, )
Ho = p
(557)

which concludes the analytic approach to MFC. It consists of one forward and one backward PDE. Notice that z is
an integration variable, which matches with the E term in the probabilistic approach of MFC and is interpreted as

the change caused by the measure component.

Remark. u is NOT the value function so the backward PDE shall NOT be understood as the HJB equation. It is
actually an analogue to the adjoint equation, so w corresponds to Y 7 in stochastic control (the state derivative of
value function, i.e., u(t,x) = g—ﬁ(t,ut)(x) along the optimal {pu} for value function v defined later). The master

equation of MFC, on the other hand, is an analogue to the HJB equation.
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Example: MFC Analytic Approach
Consider the LQ example. On finite time horizon [0, 7], the state dynamics:
dX; = opdt+odW,, EXy=0, (558)
the running cost and terminal cost:
1
Fla0,m) = g0 oo~ ) + a0 + e, glo, ) = eale — 7). (559)
Write down the "normal” Hamiltonian
o’ L, 2 2 —2
K(t,x,u,y,z,a) =ay+ 72 + ia + Cl(x - :U/) + x4 c3pu”, (560)
and calculate
o (t,x,p,y,2) = —y. (561)
This implies
Bt pyu) () = =0zu(:). (562)
To set up the PDEs,
0K _ _
5 —(t, 2, p,y, 2, ) (v) = 2¢1 (7 — x)v + 2c3780, (563)
/ 7 (t, 2, g, Oxus(t, 2), Opzu(t, 2), B* (L, pr, ur)(2))(x) - u(t, z) dz (564)
/ 2c12(, — 2) + 2csxly] - p(t, 2) dz = 23z, (565)
We get the PDEs
0 = Qyu(t, ) — $(dpult,z))? + gazxu(t, z) +c1(x —71,)% + o2 + c3fiz + 2¢307,
w(T, z) = ca(x — )2
( ) a( fir) ] (566)
0 = Orpu(t, z) — 02 (Ozu(t, ) - u(t, ) — %G Opapu(t, )
Mo = p
Considering the generalized Feynman-Kac correspondence
Y; := Oult,
t (t, xt) (567)

Ly = Uaﬂcmu(tv Xt)
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the forward PDE is equivalent to dy; = —Y;dt + o dW; with u(t,-) = £ (x¢). The backward PDE has terminal
condition Y = 2¢4(xr — Exr), and by Ito formula (assuming enough regularity),

2

AYy = Bupu(t,xe) dt + Ousult, xe) dxe + T Ousult, xo) dt. (568)

Differentiating w.r.t. « on both sides of the backward PDE yields

2

0= 8wtu - 8xu . 6wa:u + %ama:xu +2¢ (.13 - ﬁt) + 2c0x + 203ﬁt' (569)

Combining both equations yields

r 2

dY: = |Opu - Oppult, xt) — %&Cmu(t, Xt) — 2¢1(xt — Ext) — 2caxt — 2¢3Ex¢ | dt (570)
L B
M1
= | SYiZi = 210 — Exe) — 2eaxe — 2c3Bx | di 4 Oppults xi) dxe (572)
= [—2(61 + C2)Xt + 2(61 — Cg)Ext] dt + Z; dWy. (573)

This MKV-FBSDE system is exactly the same as the one derived by the probabilistic approach! As a result, we

check that the analytic approach and the probabilistic approach provide the same set of equations.

Remark. If we admit the correspondence u(t,x) = g—;(t,ut)(aj) along the optimal {u:} for value function v, then

ov

Y; = 83:@(757!%)()@) = Ouv(t, pur, X¢) (574)

corresponds to the L-derivative of the value function. One shall distinguish the interpretation of ”Y” in the Pontryagin
mazimum principle under stochastic control problems (state derivative of value function) and MFC problems (L-

derivative of value function).
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Value Function and Master Equation for MFC

Since the state variable in MFC is a measure pu, the value function is defined as

’U(t7M) = lgf{/f <f(8"’,us;¢(8"))al~ts> ds + <g('7:U/T)7,uT>} ) (575)

where {“S}se[t,T] is a flow of measures generated by the Fokker-Planck equation

Opp + diva (b(s, z, ps, @(s, 7)) - 1) — %Tr@m oo™ (5,2, ps, $(s,2)) - p]) = 0, (576)

with a given initial condition p; = p. Notice that {us} depends on @, so the inf w.r.t. ¢ also hits the y components.

As an analogue to the HJB equation in stochastic control,

1)
Ouslt. )+ o (1. 300) ) =0 (577)

with a given terminal condition v(T, 1) = (g(-, ), ). Recall that #* is the HJB Hamiltonian % with 8* plugged

in , and the dual variable u is set as the linear functional derivative S—Z as an analogue to the infinitesimal generator

in the control case (where the correspondence is provided by y = 0,v). At this point, it is expected that the

correspondence

u(t,z) = E—Zu,utxm (578)

holds at MFC equilibrium (when {u;} is optimal). Differentiating both sides provides the correspondence:
axu(ta ZE) = auv(tv Ht)(x)a (579)

where 0, is the L-derivative.

Now that we extract the decoupling field u to define the master field

Uty o, ) = ;i;@, w)(2). (550)

Differentiating both sides of the HJB equation w.r.t. u yields the master equation:

oA (ta 12 U(ta "y ,U))
op

U (t, z, 1) + (x) =0, (581)

with a given terminal condition

U ) = gl + | %(z, ) () dp(z). (582)
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Remark. One shall first evaluate F€* and then take the linear functional derivative, as shown in the derivation
of the master equation. Besides, master equations have various forms according to various correspondence. The
master equation referred to above identifies the master field as the linear functional derivative of the value function

(an analogue to the generalized Feynman-Kac formulation for HIB equation in stochastic control).

On the other hand, one can also identify a master field that corresponds to the L-derivative of the value function:
U(t,x, p) = Ouu(t, p) (). (583)

The correspondence to ”Y” and ”Z” is provided as
Y =Ut, X, L (Xt)), Zi=0.%(t, Xe, L (Xy))o(t, Xy, £ (Xy))- (584)

where the (X,Y, Z) satisfies the MKV-FBSDE stated in the probabilistic approach of MFC and the volatility is

uncontrolled.

Remark. Notice that U is R-valued while % is R%*-valued. As a result, 0,% (t, X;, L (X)) is R4 _valued and
Owa¥ (t, Xy, L (X)) is RI*X_yalyed.

Use [to-Krylov’s formula and plug in the dynamics of X to get
d}/;g = 5,5@/(15, Xt, g (Xt)) dt + &ﬂi/(t, Xt, f (Xt))bt dt + %&m%(t, Xt,g (Xt))O'tO',tT dt (585)
1
+ [/ O (t, Xy, Z (X)) (2)be(2) dZL (Xy) (2) + 3 /(‘LBH%(L‘,X,:,X (Xt))(z)atatT(z) d¥ (Xy) (z)| dt  (586)

+8x%(t,Xt,$(Xt))O't th, (587)
where
bt = b(t,Xt,g (Xt),dt), Ot = b(t,Xt,D‘Z(Xt)) (588)

Recall that a(t,x, 4, y, 2) is the minimizer of the "normal” Pontryagin Hamiltonian H w.r.t. a. Here & appears in
b; since the forward SDE for X in the MKV-FBSDE system requires the plug-in of &.

Let me clarify here that: (i): 0, denotes the differential w.r.t. the space variable z of the L-derivative 0,U (1) (2).
(ii): we can write by = by(X}) so that x — bs(x) denotes all the dependence b; has on X;. b:(z) is nothing more but
the same functional relationship renaming the variable as z. In this sense, by introducing ()~( Y, Z ) as an independent
copy of (X,Y, Z), whose expectation is denoted as E, and by := b(Xt), Ot 1= U(Xt), the Ito expansion has a compact

representation:

d}/; = 8t%(t,Xt,g(Xt)) dt"‘am%(t,Xt,f(Xt))bt dt+ %&m%(t, th(Xt))O'tO';T dt (589)

- . 1~ -
+ B0, (8. X0, £ (X)) (X0)be) dt + SE[0:0,% (1, X0, £ (X)) (X)a6] | dit + Zy AW, (590)
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Comparing this expansion with the BSDE in the MKV-FBSDE system yields

1
at%(t,Xt,j (Xt)) + a/lj%(t7Xt’$ (Xt))bt + Eam?/(t,Xt,Z (Xt))O'tO',tT

+E[0,% (t, Xt, & (X:))(X:)be] + %E[aza#%(t,xt,x (X)) (X1)567 ]

- 8IH(t7Xt7$(Xt) 71/taZt70Aé(t7Xta$(Xt)aYVtaZt))
— B (9, H(t, X0 2 (X0), Vi 26t K, 2 (X0, Y0, Z0)(X0)) - (591)

This equation can be written as a PDE w.r.t. % only that:

WU (t,x, 1)+ 0% (t,x, ) -b(t, @, p, Gt x, p, % (t,x, 1), 0% (t,x, p)o(t, x, p)])+ %5}1%(15, x, p)o(t,x, p)o’ (t,x, )
+ /aﬂ/(a o) (@) bt 2y alt, s, U (2’ w), 0% (t, 2, po(t, x', 1)) du(z")

+%/8Z8M02/(t,x,u)(m’)a(t,x’,u)oT(t,x’,u) du(z")
+ O H(t,x, p, U (t, 2, 1), 0 W (t,x, ) o (t, @, ), Gt 2, o, U (L, 0, ), O U (L, 2, p)o(t, z, 1))
+/6ILH(t7I/7,u‘7%(ta I/Hu‘)7a$%(taxlvu)g(t7'rlmu)ad[tvx/vuv%(tvxlmu)vam%(t7x/hu)a'(t?zlhu‘)])(‘r) d’u(l’/)

=0. (592)

This is the master equation explicitly written w.r.t. % .
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